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ABSTRACT: Security is a serious matter that must not be ignored. When 

dealing with a Smart Home or Office, an Internet of Things-based approach is 

preferable to safeguard the physical system. Smart security devices offer many 

features to help homeowners to secure their houses. However, there are 

several issues in terms of storage and motion detection since motion detection 

cannot recognize what or who caused the movements, and unencrypted data 

is vulnerable to theft. In fact, the increasing exposure of the detected motions 

produces false alarms and false reports. Therefore, this study implements 

human recognition by adding redundant Blockchain and YOLO algorithms in 

motion detection. The findings have shown in the evaluation process that the 

proposed model only needed 58.362% of the CPU and 110.123MB of memory 

allocation. Meanwhile, the proposed model temperature reached 32.33 

degrees Celsius on average. As a result, the execution of the proposed model, 

which is the human recognition with the YOLO algorithm successfully 

lowered the false alarms over the previous model that is deployed without the 

YOLO algorithm. 
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1.0 INT RODUCT ION 
 

Security in a home or office is a critical aspect that the owner must 
consider seriously. This aspect helps the owner to secure assets like 
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confidential documents, money, jewelry, and many objects inside the 
building. The owner could increase the security by hiring a security 
assistant or adding an Intrusion Detection Device or System like Closed 
Circuit Television (CCTV). An Intrusion Detection Device or System 
help the owner to identify if a person is trespassing at his house or 
office by activating the alarm and contacting the police at the same 
time. Furthermore, this device or system could identify if there is 
motion detection happening within the range. When the device detects 
a suspicious motion within the range, this event will trigger an alert to 
the owner. Usually, the owner receives the notification through a 
smartphone via specific apps like Telegram or SMS messages as shown 
in Figure 1. 

 

 
Figure 1: How Motion Detection Security Camera Detect and Alert The 

Owner 
 

Due to the needs of security system, several studies have successfully 
developed a secure motion detection system that can recognize objects 
compared to conventional models. This study explains the previously 
proposed models in chronological order and their problems. The first 
model proposed by an article [1] in 2017, this model used an HD camera 
and OpenCV to detect motion within camera range. By using an HD 
Camera in Raspberry Pi, the system recognizes motion easier 
compared to a normal camera.  
 
In the next year (2018), two articles [2], [3] proposed models for motion 
detection with human recognition features that detect face features 
with Haar-like features, Haar Training, Consensus-based Matching, 
and Tracking Keypoints (CMT). These models have better detection 
accuracy in many illumination conditions.  
 
In 2019, studies focused on an embedded system like Raspberry Pi. 
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They implemented Face Recognition models to understand the 
algorithm's behaviour in low-end devices [4]–[7]. Some studies also 
found that the Raspberry Pi platform has enough computation power 
to handle face recognition and motion detection[8]. Besides that, 
Raspberry Pi is useful in space-constrained areas [9].  
 
In recent years, motion detection and object recognition system is still 
being developed. Many studies have implemented numerous face 
recognition algorithms or methods inside an embedded system using 
Raspberry Pi. Some studies implemented many sensors to make 
precise detection [10]. Alternatively, some studies used Frame 
Differencing Method, Haar-Cascade algorithm to detect Human 
Movement[11] or OpenCV in a different programming language [12] 
to achieve the most optimal solution. And the most recent study added 
an Alert Mechanism to inform the owner when the device detected a 
motion [13], [14]. 
 
According to the previous proposed models, this study found two 
common problems in each model. The first problem is about how the 
device or system stores the detection data, and the second one is about 
the false alarm rate of the motion detection system. Most devices store 
their data in a hard drive or card storage system unencrypted form. 
Thus, the trespasser could take the memory away from the camera to 
remove the evidence. The alert means nothing if the evidence is not 
there. This problem will increase the investigation time, and the 
suspect will escape before the investigation finish. 
 
The second problem is about the false alarm made by motion detection. 
This false alarm is caused by two possibilities, non-human movements 
(animal, trees, and wind) and digital camera defects [15]. An increasing 
number of false alarms could annoy the owner with a message sent by 
the device. Besides that, the device increased the storage with 
unnecessary recording. This problem could lead to a more dangerous 
situation where the owner distrusts the alert and let the situation 
happen. 
 
Because of that, this study has the purpose a model for human face 
recognition by adding Human Motion Detection with YOLO 
Algorithm. The Microsoft COCO dataset has been used for training and 
testing. This study also adds a redundant Blockchain that stores exact 
data as the primary Blockchain to prevent further modification if a 
third party gains access to the primary one. Hence, this combination 
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could reduce the false alarm rate made by the previous models and 
increase the data validity. 
 
 

2.0  METHODOLOGY AND SYSTEM DESIGN  
 

To increase the development effectiveness, this study uses the agile 
development method to develop the proposed model [16]. This method is 
appropriate for IoT model development that is prone to error during 
performance testing. Hence, the produced model has better feasibility 
compared to previous proposed models. 

 
2.1  Hardware Configurations 

 

Before developing the model, this study designs the electronic 
installations first. Because Raspberry Pi's models already provide a 
Camera Interface through the CSI interface, this study only needs to 
plug the flexible cable into that port. To give the camera the capability 
to capture at night, this study also adds two Infrared Torches on the 
Right and Left sides of Camera. The schematic of the proposed model 
is shown in Figure 2: 
 

 
Figure 2: Fish-Eye Camera with Infrared Torches in Raspberry Pi 3B+ installed 

via CSI Interface 
 
According to Figure 2, this study installed Fish-Eye Camera with two 
Infrared Torches (3) via CSI Interface (2) in Raspberry Pi 3B+ (1). After 
the requirement is completed, the power supply is ready to be plugged 
via a microUSB port (4).  
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2.2  Model’s Process Flowchart 
 

In this section, this study explains the system flowchart from motion 

detection with OpenCV via Frame Differencing and object recognition 

with YOLO. The COCO Dataset is used in this study for training and 

testing the YOLO algorithm to learn the object frame detected. 

Although the computing power is limited, Raspberry Pi can do some 

Image Processing sufficiently [17]. Frame differencing found the 

different contours between two frames. If there is a difference 

between the two frames, the model starts recognizing the object.  

Meanwhile, YOLO and COCO datasets are the core of object 

recognition in the proposed model. Both are known for fast [18] and 

accurate recognition [19]. Because of that, YOLO is suitable for real-

time object recognition in many studies. The figure below explains the 

flowchart of the proposed model: 

 

 
Figure 3: Flowchart Process inside the proposed model 

 

According to Figure 3, the model must capture several images as 

frames to recognize motion and objects. When the model gets the first 

frame, it repeats the process to get the second frame. After the model 

gets two frames, then the comparison process begins. With the Frame 

Differencing method and OpenCV [20], the model could tell if motion 

occurs. If a difference is detected, the model tries to recognize what is 

inside the frame. If there is no person inside the frame, then the 

process repeated the capture step. If a person is detected, then the 
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model continues to the next step. The model draws a box around the 

object, record the evidence, generate the blockchain, and upload it to 

two databases. These processes keep repeating until an interruption 

occur. 

 

2.3  Network Topology and Database Connection 
 

Network and Database setup is required in this proposed model. This 

configuration allows the model to communicate with the user via 

Telegram Bot and Realtime Database via Firebase service. The 

network topology tells the wireless setup and the communication 

process to both services (Telegram and Firebase). The network 

configuration of this model is shown in Figure 4: 

 

 
Figure 4: Network configuration to enable communication between the 

proposed model, services, and end-user 

 

According to Figure 4, the proposed model connected via a wireless 

router to gain access to the Internet. When the model is connected to 

the Internet, the model uploads the data and notify the end-user via 

Telegram Bot. Hence, the user can receive the alert anytime and 

anywhere if the smartphone is connected to the Internet (whether 

Mobile Data or WiFi access). Besides that, the user can query the 

system to check or retrieve the data inside the Blockchain manually if 

required. 

 

2.4  Evaluation Step 
 

The last part of this section is to evaluate the proposed model. The first 

evaluation is via performance benchmark to understand computer 

resource usage during detection and recognition. This study tests the 

proposed model within 24 hours full without pause or stop (unless 

unexpected events occur). With this method, this study gathers many 
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data as possible to find the most accurate data.  

 

Besides that, the most effective way to measure the performance of the 
proposed model is to compare it side-by-side with the previous model. 
This study used the model from the article[14] as the base compared 
with the proposed model. By comparing the data side-by-side, this 
study can understand how the proposed behaviour detects and 
recognises humans in real situations.  
 

 

3.0  RESULTS AND DISCUSSIONS 
 

This section contains the implementation result, the benchmark 
evaluation, and the comparison result from the proposed model. The 
first explanation is about the recognition result when the model detects 
a human within the capture range. Figure 5 is the result of human 
recognition: 
 

 
Figure 5: The proposed model detected persons inside the image and drew a 

box around them 

 
According to Figure 5, the proposed model can differentiate between 
normal objects and persons. The figure showed two persons inside a 
box with the accuracy written above them. The accuracy usually 
increases if the algorithm detects a larger area of the object.  The next 
result is the performance benchmark of the proposed model. This study 
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obtained more than 500 rows of data for 24 hours course. Thus, this 
study decided to do data reduction on 15 minutes basis. After the data 
reduction process, this study obtained 97 rows of data that reflected 24 
hours of activities. Table 1 contains data sample after reduction 
process: 
 

Table 1: Sample benchmark data after the data reduction process 
No Time CPU (100%) Memory Data Temp Diff Accuracy 

1 1:00:00 53.975 103.363 60.148 1.111 0.000 

2 1:15:00 52.269 110.960 68.084 4.167 0.590 

3 1:30:00 51.108 110.509 71.267 13.704 0.529 

4 1:45:00 51.019 123.281 72.926 7.917 0.000 

5 2:00:00 53.681 127.715 73.733 9.583 0.000 
 

 
Table 1 in the sample data contained several columns such as Detection 
Time (15 minutes basis), CPU usage (in 100% range), Memory Usage 
for Data (MB), Temperature (in Celcius), Difference (in percentage), 
and Confidence or Accuracy (in percentage). 
 
The next step is to visualize the benchmark result in a diagram format 
according to its timeline. This study compiled the diagrams for 
Detection, CPU usage, Memory Data usage, and Temperature in a 2x2 
grid layout in Figure 6:  
 

 
Figure 6: (A) The detection result, (B) The CPU usage, (C) The memory used, 

and (D) Temperature of the model 
 

According to Figure 6, the proposed model produced a benchmark 
result, as shown in the Time-series diagram. Diagram (A) presents 
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human activities within 24 hours span. Diagram (B) presents the CPU 
resources used by the model to detect, recognize, and record objects 
with an average of 58.362%. Diagram (C) presents the memory used to 
store camera frames temporarily. The model used an average of 
110.123MB to do a single process. Diagram (D) is the board's 
temperature during the detection and recognition processes. The 
model's temperature reached an average of 42.33 degrees Celsius. 
 
The next evaluation is a comparison between the previous and the 
proposed model. The previous model here means the motion detection 
without the YOLO algorithm. This study lineup the timeline of the 
benchmark to match the detection time. Since the previous model only 
had 33 rows, this study used the same data number to balance the 
comparison process. Figure 7 presents the motion activities comparison 
result between the previous and the proposed models: 

Figure 7: The motion activities detected by the previous (blue line) and the 

proposed model (orange line) 

 
According to Figure 7, the previous model detected motion activities in 
as many as 20 activities. Meanwhile, the proposed model only detected 
14 activities. The proposed model did not detect any human movement 
from 20.45 until 01.00. On the contrary, the previous model detected 
several motion activities in that time span. This proves false alarm 
indication caused by normal motion detection that cannot recognize 
human movement. 
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For this reason, this study concluded that the proposed model could 
detect motion caused by human activities and report the detection to 
the user via Telegram Bot. Furthermore, the user could request the 
system to validate both Blockchains through Telegram as well. In the 
performance aspect, YOLO algorithm and OpenCV have heavily 
loaded the computational operation to process many frames. However, 
Raspberry Pi 3B+ could handle the burden well. Need to be noted that 
high processing power produces high temperature. Hence, active 
cooling system is required. 
 
 

4.0  CONCL U S ION  
 

This study came to the conclusion that the proposed model may reduce false 
alarms by detecting and recognizing the moving item based on the 
assessment that was done. If a person is the moving object, the model will 
accurately draw a box around the person. The user may therefore determine 
if a human is present or not. This study also assessed the model's performance 
to gauge its viability. The model utilized 110.123MB of memory and an 
average CPU usage of 58.362%. These applications still adhered to the 
Raspberry Pi 3B+ standard. Even if the board could manage the load 
efficiently, sufficient cooling system is still necessary to prevent processor 
overheating. 
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