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Abstract—Twitter is one of the fastest growing social media 
platforms which allows users to express themselves in short text 
messages on a wide range of topics. The amount of text produced 
allows for the understanding of human behaviour. One of the analysis 
that can be performed is sentiment analysis. Even though sentiment 
analysis has been researched for many years, there are still several 
difficulties in performing it such as in handling internet slangs, 
abbreviations, and emoticons which is common in social media. This 
paper investigates the performance of two lexicons which are VADER 
and TextBlob in performing sentiment analysis on 7,997 tweets. Out 
of the 7,997 tweets, 300 tweets were then randomly selected and three 
experts in psychology and human development were asked to classify 
the tweets manually based on three polarities. From the study, it is 
found that both lexicons have an acceptable accuracy rate of 79% for 
VADER and 73% for TextBlob. Considering all of the performance 
score, VADER emerged as a better lexicon as compared to TextBlob. 
The result of this study serves to help researches in deciding which 
lexicon to use in performing sentiment analysis for social media texts 
including microblogs. 

 
Index Terms— Sentiment analysis, opinion mining, lexicon, social 
media, Twitter. 

I. INTRODUCTION 

HIS growth of social network platform has brought many 
people fresh ways in which internet data are generated and 
consumed. One form of social network platform is 

microblogging where this platform has been dubbed the fastest 
growing form of digital communication [1]. Twitter is a social 
media network that dominates microblogging. Twitter 
messages, commonly called tweets, are much shorter than 
normal microblogging platforms. With a maximum of only 280 
characters, it allows individuals to access and read information 
on Twitter more easily. Through Twitter, users can choose from 
various individuals to different organisations they would like to 
monitor or “follow” and would have access to data and 
communication on various subjects ranging from news to home 
purchasing [2]. 

With the vast amount of conversations and opinions being 
presented on Twitter, there are a lot of opportunities to study 
and understand the human behaviour on social network. Among 
the studies that can be performed is sentiment analysis. Broadly, 
there are two types of sentiment analysis approaches which are 
machine learning-based and lexical-based. Machine learning 
methods often use supervised classification techniques, which 
are framed as a binary (i.e. positive or negative) for sentiment 
identification. In this way, labelled data are required to train 

classifiers. According to Pennebaker, Francis and Booth [3], the 
limitation of using machine learning methods is that there is low 
availability of labelled data which then causes the low 
applicability on new data. This limitation could be caused by 
the high cost of labelling even only small data for simple tasks. 

Contrastively, lexical-based methods use a predefined list of 
words where every term is associated with specific sentiments 
and polarities [4]. The lexical-based methods differ depending 
on their contexts in which they have been created. Even though 
lexical-based methods do not rely on any labelled data, the 
challenge in using lexical-based methods is to find a unique 
lexical dictionary that have been created to be used in various 
contexts [5]. This is especially applicable in the context of 
microblogging as lexical dictionary often do not cater for 
slangs, short forms and internet acronym which are heavily 
used in Twitter to stay within the character limit. 

The purpose of this paper is to compare the performance of 
two widely used lexicons, VADER (Valence Aware Dictionary 
for sEntiment Reasoning) and TextBlob in performing 
sentiment analysis on microblogs in this case, Twitter. VADER 
is a lexicon that was specifically tailored for microblogs and is 
used to produce and empirically validate a combination of 
qualitative and quantitative methods to analyse the sense of a 
Twitter context [6]. On the other hand, TextBlob is an open 
source python library that reuses NLTK corpora to perform 
sentence level analysis of text [7] for any type of content. It also 
provides scores for polarity and subjectivity of each word in the 
text [8]. 

There have been several researches in comparing the 
performance of various lexicons in performing sentiment 
analysis on text [9-11]. However, these researches mainly 
compare the usage of general lexicons such as the General 
Inquirer and SentiWordNet which does not consider internet 
slangs and emoticons. This paper, however, is interested in 
comparing the performance of VADER and TextBlob in 
performing sentiment analysis on microblogs where in this 
study we have used the data from Twitter. The limitation of 
words in microblogs requires users to use internet slangs and 
acronyms as well as emoticons in order to express themselves. 
Therefore, since both VADER and TextBlob considers these 
writing styles, the study is interested to investigate which 
lexicon performs better. The result of this study will help in 
deciding which lexicon to use when performing text analysis on 
short social media texts. 
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The rest of this paper is organized as follows: Section 2 will 
discuss works related to using lexicons in sentiment analysis as 
well as a few works that compares the performance of these 
lexicons. This includes reviewing several existing affect 
lexicons including VADER and TextBlob. Section 3 will 
explain the experimental setup of this study while section 4 will 
present and discuss the result of the experiment. Finally, section 
5 will conclude the study and suggest the better lexicon to be 
used in performing sentiment analysis for social media short 
texts. 

II. RELATED WORKS 

Sentiment analysis or opinion mining relates to the use of a 
method to evaluate and extract the sentiment that a writer 
expresses in a text. The positive, negative, and neutral 
classification of the text’s sentiment is the result of a general 
assessment of sentiment by assigning the polarity and 
subjectivity value. The polarity indicates the positivity and 
negativity of the text while the subjectivity indicates the opinion 
or judgement of the text, whereby the closer the value to +1, the 
more judgemental the text is. 

In essence, there are two main approaches in analysing 
sentiment. The first approach is by using machine learning 
techniques such as deep learning whereby the text are classified 
based on sentiment (text classification) and secondly is by using 
lexicon-based approaches where the text are compared with a 
dictionary of words to understand the sentiment (text matching) 
[12]. A lexicon is a collection of information about a language's 
word on its lexical category. It is like a dictionary of a language 
or subject and a total stock of words that carry meanings [13].  

Basically, there are two types of approaches for using 
lexicons [14]. First, the dictionary-based approach whereby 
seed terms are usually collected and annotated manually before 
being grown by searching for their synonyms and antonyms in 
a dictionary. Second, the corpus-based approach where it is 
domain specific and the set of opinion terms grows by searching 
for related words using either statistical or semantic techniques. 
In this paper, we are more interested in investigating the corpus-
based approach in analysing Twitter sentiments. 

 
A. Review of Existing Sentiment Lexicon 

Using sentiment lexicons in analysing texts is not something 
new. There have been many previous works that analyse the 
sentiment of texts using sentiment lexicons such as the General 
Inquirer [15], SentiWordNet [16], Q-WordNet [17], WordNet-
Affect [18], Linguistic Inquiry and Word Count (LIWC) [2] and 
Affective Norms for English Words (ANEW) [19]. 

The General Inquirer [15] is one of the oldest lexicons that 
uses binary classification of sentiment using positives and 
negatives where it consists of 1915 positive words and 2291 
negative words. On the other hand, SentiWordNet [16] is an 
extensively used tool in the field of opinion mining, based on a 
lexical English dictionary called WordNet. This lexical 
dictionary categorised the prepositional phrases, verbs, nouns, 
and other grammatical classes into synonym sets which they 
call synsets. SentiWordNet utilizes three types of ratings to 
show the sentiment of a text which are positive, objective 
(neutral) and negative by matching the word in the text to 

WordNet dictionary synset. Q-WordNet [17] is another 
example of lexicon that uses WordNet as the starting point in 
developing a lexicon that automatically annotates WordNet 
senses using positive and negative polarity. A text will be 
associated to a positive or negative connotation based on the 
polarity classification assigned to them. Another example of 
lexicon that builds upon WordNet is the WordNet-Affect [18] 
lexicon. This lexicon was developed by mapping the words in 
WordNet with a lexical database called AFFECT that consists 
of 1903 terms directly or indirectly referring to mental states. 

Linguistic Inquiry & Word Count (LIWC) is a widely used 
text-analysis software that contains a set of 73 lexicons with 
over 2300 words [2] which enables research in text specimens 
of various parts of the emotions, cognitive, structural, and 
processes. Table I shows example of words in 5 of these 73 
lexical categories. LIWC is a trusted lexicon for researches who 
wants to work with emotional and sentimental polarity as the 
lexicon has been validated by psychologists, sociologists, and 
linguists, both internally and externally in over a decade’s work 
[20].  

LIWC has been widely used in understanding the affective 
states of users in microblogs such as Twitter. For instance, 
Tumasjan et al. [21] uses LIWC to understand the publics’ 
sentiment towards a political campaign based on what they 
shared on Twitter. Coppersmith et al. [22] on the other hand, 
measures post-traumatic stress disorder using Twitter data 
while Abbar et al. [23] uses Twitter to provide insight into the 
dietary choices of 210K US-based users. 

 
TABLE I 

EXAMPLE OF WORDS IN 5 OF 73 LIWC LEXICAL CATEGORIES [2]. THE * SIGNALS 
THAT THE WORD IS A PREFIX AND ALL WORDS WITH THE SAME PREFIX ARE PUT 

IN THE SAME CATEGORY 
 

Positive 
Emotion 

Negative 
Emotion Insight Inhibition Negate 

happy cry aware* avoid* no 

appreciat* terrify decid* prevent* nowhere 

great fear feel safe* never 

perfect* anger* know wait nothing 

terrific griev* notice* wary aren’t 

value despair* sense limit* without 

interest suffers think stop cannot 

 
The Affective Norms in English Words (ANEW) lexicon 

contains a range of mental standards for 1,034 English phrases 
[19]. In contrast to Linguistic Inquiry and Word Count (LIWC) 
or the General Inquirer, the words in ANEW are categorized 
according to terms of enjoyment, excitement, and domination. 
ANEW words have a corresponding feeling valence in between 
one to nine with a neutral middle of five. Any words that values 
less than five are considered unpleasant or negative while 
values higher that five are considered pleasant or positive. For 
example, the value for the word “betrayal” is 1.68, “bland” is 
4.01 and “dream” is 6.73 which indicates that “betrayal” and 
“bland” are negative while “dream” is positive. The valence 
value over and above the simple binary of positive and negative 
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senses using positive and negative polarity. A text will be 
associated to a positive or negative connotation based on the 
polarity classification assigned to them. Another example of 
lexicon that builds upon WordNet is the WordNet-Affect [18] 
lexicon. This lexicon was developed by mapping the words in 
WordNet with a lexical database called AFFECT that consists 
of 1903 terms directly or indirectly referring to mental states. 

Linguistic Inquiry & Word Count (LIWC) is a widely used 
text-analysis software that contains a set of 73 lexicons with 
over 2300 words [2] which enables research in text specimens 
of various parts of the emotions, cognitive, structural, and 
processes. Table I shows example of words in 5 of these 73 
lexical categories. LIWC is a trusted lexicon for researches who 
wants to work with emotional and sentimental polarity as the 
lexicon has been validated by psychologists, sociologists, and 
linguists, both internally and externally in over a decade’s work 
[20].  

LIWC has been widely used in understanding the affective 
states of users in microblogs such as Twitter. For instance, 
Tumasjan et al. [21] uses LIWC to understand the publics’ 
sentiment towards a political campaign based on what they 
shared on Twitter. Coppersmith et al. [22] on the other hand, 
measures post-traumatic stress disorder using Twitter data 
while Abbar et al. [23] uses Twitter to provide insight into the 
dietary choices of 210K US-based users. 

 
TABLE I 

EXAMPLE OF WORDS IN 5 OF 73 LIWC LEXICAL CATEGORIES [2]. THE * SIGNALS 
THAT THE WORD IS A PREFIX AND ALL WORDS WITH THE SAME PREFIX ARE PUT 

IN THE SAME CATEGORY 
 

Positive 
Emotion 

Negative 
Emotion Insight Inhibition Negate 

happy cry aware* avoid* no 

appreciat* terrify decid* prevent* nowhere 

great fear feel safe* never 

perfect* anger* know wait nothing 

terrific griev* notice* wary aren’t 

value despair* sense limit* without 

interest suffers think stop cannot 

 
The Affective Norms in English Words (ANEW) lexicon 

contains a range of mental standards for 1,034 English phrases 
[19]. In contrast to Linguistic Inquiry and Word Count (LIWC) 
or the General Inquirer, the words in ANEW are categorized 
according to terms of enjoyment, excitement, and domination. 
ANEW words have a corresponding feeling valence in between 
one to nine with a neutral middle of five. Any words that values 
less than five are considered unpleasant or negative while 
values higher that five are considered pleasant or positive. For 
example, the value for the word “betrayal” is 1.68, “bland” is 
4.01 and “dream” is 6.73 which indicates that “betrayal” and 
“bland” are negative while “dream” is positive. The valence 
value over and above the simple binary of positive and negative 
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orientations allows for the study of the intensity of feeling in 
microblogging.  

The lexicons mentioned in this section have been widely used 
in sentiment analysis but have not been developed to handle 
social media texts with internet slangs and emoticons. 
Therefore, this study explores another two lexicon which are 
VADER and TextBlob that focuses on social media texts. 

 
B. Comparison of Lexicons in Existing Works 

There have been several works that compares the 
performance of lexicons in performing sentiment analysis. The 
comparisons however were made using lexicons that were not 
developed specifically for social media texts. Musto, Semeraro, 
and Polignano [9] in their work compares four lexicons which 
are SentiWordNet, SenticNet, Wordnet-Affect and MPQA. 
Their comparison was made based on the lexicons 
performances in classifying tweets in the SemEval-2013 and 
Stanford Twitter Sentiment (STS) datasets which contains 
14,435 and 1,600,000 tweets, respectively. Based on their 
study, SentiWordNet emerges best in the SemEval-2013 dataset 
while SenticNet performs better on the STS dataset. Their result 
was controversial as SenticNet was the worst performing 
lexicon on the SemEval-2013 dataset. It is later found that the 
reason SenticNet performs badly is because of its incapability 
to classify neutral tweets. 

Another work by Khoo and Johnkhan [10] compares five 
existing lexicons which are Hu & Liu Opinion Lexicon, MPQA 
Subjectivity Lexicon, General Inquirer, NRC Word-Sentiment 
Association Lexicon and SO-CAL lexicon together with a 
general-purpose lexicon developed by them called WKWSCI. 
Their study compares the effectiveness of these lexicons using 
Amazon product review and news headlines corpus. Their 
result found that the effectiveness of a lexicon depends on the 
corpus in which they are being used. A more recent work by 
Bonta and Janardhan [11] compares the performance of NLTK, 
VADER and TextBlob in classifying the sentiment from movie 
reviews. A dataset consisting of 11861 sentence-level snippets 
from www.rotten.tomatoes.com were used in assessing the 
performance of the lexicons. From their study, it is found that 
VADER outperforms the other lexicons. 

The existing comparison works mention in this section 
mostly use general purpose lexicons. This study, however, is 
more interested in assessing lexicons that were developed 
specifically for social media texts. The work by Bonta and 
Janardhan [11] can be used as a comparison with this study as 
it also uses VADER and TextBlob even though on movie 
review dataset. 

 
C. VADER 

VADER developed by Hutto and Gilbert [6] is a simple rule-
based lexicon created based on the opinion of crowd 
knowledge. The human-centred approach gathers intensity 
rating on candidate lexical features from independent raters 
using Amazon Mechanical Turk (AMT). VADER was 
developed with social media style text in mind with the aim for 
it to be fast enough for streaming data. Basically, VADER 
consists of 2 types of lexicon. First, a dictionary of words with 

a total of 7,517 words and secondly, a dictionary of emoticons 
with a total of 3,570 emoticons. Each word and emoticon in the 
lexicon are assessed by the independent human raters and rated 
from -4 as “Extremely Negative” to 4 as “Extremely Positive” 
and 0 as having “Neutral” emotions. Since VADER was 
developed for social media, the lexicon also includes sentiment-
related acronyms and commonly used slangs that have 
sentiment values.  

In performing analysis, VADER does not require 
preprocessing, because the assessment score includes all 
capitalism, punctuation, and other colloquialisms, by 
combining a dictionary that maps lexical characteristics to 
emotional intensity and other easy heuristics [24]. By 
summarizing the intensity of each word in the text, the value of 
a text can be achieved. The advantage of using VADER is that 
the values of intensity of these colloquial are also mapped, such 
as "LOL" and "meh" slang. The sentiment score is calculated 
through a summary of each of the words’ emotion in one 
sentence. Even if a single word has a sentiment score of between 
-4 to 4, the result for a phrase is normalized to be between -1 
and 1 using the normalization formula: 

  (1) 

where x is the sum of the sentiments of the phrase and alpha is 
a standardization parameter of 15. Table II presents ten 
examples of words with their respective sentiment score in 
VADER. From the table it can be seen that VADER considers 
internet acronyms such as “xoxo” and “bz” and emoticons such 
as “:'(” which are heavily used in social media by giving 
sentiment scores to these words. 

 
TABLE II 

WORDS WITH SENTIMENT SCORE IN VADER LEXICON 
 

Words Sentiment Score 
true 1.8 
xoxo 3.0 
love 3.2 
melancholy -1.9 
nasty -2.6 
adopt 0.7 
sorrow -2.4 
:'( -2.2 
bz 0.4 
blame -1.4 

 
The sentiment score ranges from -4 to 4 but when combined 

as a phrase, the words “true nasty xoxo” will give the values 
{'neg': 0.346, 'neu': 0.0, 'pos': 0.654, 'compound': 0.4939}. The 
first three values are the negative, neutral, and positive values 
which have been normalised. The compound score is the sum 
of all the standardized lexicon scores from -1 to 1. In this case, 
the positive sentiment of the phrase is quite low with a 
compound value of 0.4939. 
 
D. TextBlob 

TextBlob is a python natural language processing library that 
contains a sentiment lexicon with 2,919 words each with a 
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The rest of this paper is organized as follows: Section 2 will 
discuss works related to using lexicons in sentiment analysis as 
well as a few works that compares the performance of these 
lexicons. This includes reviewing several existing affect 
lexicons including VADER and TextBlob. Section 3 will 
explain the experimental setup of this study while section 4 will 
present and discuss the result of the experiment. Finally, section 
5 will conclude the study and suggest the better lexicon to be 
used in performing sentiment analysis for social media short 
texts. 

II. RELATED WORKS 

Sentiment analysis or opinion mining relates to the use of a 
method to evaluate and extract the sentiment that a writer 
expresses in a text. The positive, negative, and neutral 
classification of the text’s sentiment is the result of a general 
assessment of sentiment by assigning the polarity and 
subjectivity value. The polarity indicates the positivity and 
negativity of the text while the subjectivity indicates the opinion 
or judgement of the text, whereby the closer the value to +1, the 
more judgemental the text is. 

In essence, there are two main approaches in analysing 
sentiment. The first approach is by using machine learning 
techniques such as deep learning whereby the text are classified 
based on sentiment (text classification) and secondly is by using 
lexicon-based approaches where the text are compared with a 
dictionary of words to understand the sentiment (text matching) 
[12]. A lexicon is a collection of information about a language's 
word on its lexical category. It is like a dictionary of a language 
or subject and a total stock of words that carry meanings [13].  

Basically, there are two types of approaches for using 
lexicons [14]. First, the dictionary-based approach whereby 
seed terms are usually collected and annotated manually before 
being grown by searching for their synonyms and antonyms in 
a dictionary. Second, the corpus-based approach where it is 
domain specific and the set of opinion terms grows by searching 
for related words using either statistical or semantic techniques. 
In this paper, we are more interested in investigating the corpus-
based approach in analysing Twitter sentiments. 

 
A. Review of Existing Sentiment Lexicon 

Using sentiment lexicons in analysing texts is not something 
new. There have been many previous works that analyse the 
sentiment of texts using sentiment lexicons such as the General 
Inquirer [15], SentiWordNet [16], Q-WordNet [17], WordNet-
Affect [18], Linguistic Inquiry and Word Count (LIWC) [2] and 
Affective Norms for English Words (ANEW) [19]. 

The General Inquirer [15] is one of the oldest lexicons that 
uses binary classification of sentiment using positives and 
negatives where it consists of 1915 positive words and 2291 
negative words. On the other hand, SentiWordNet [16] is an 
extensively used tool in the field of opinion mining, based on a 
lexical English dictionary called WordNet. This lexical 
dictionary categorised the prepositional phrases, verbs, nouns, 
and other grammatical classes into synonym sets which they 
call synsets. SentiWordNet utilizes three types of ratings to 
show the sentiment of a text which are positive, objective 
(neutral) and negative by matching the word in the text to 

WordNet dictionary synset. Q-WordNet [17] is another 
example of lexicon that uses WordNet as the starting point in 
developing a lexicon that automatically annotates WordNet 
senses using positive and negative polarity. A text will be 
associated to a positive or negative connotation based on the 
polarity classification assigned to them. Another example of 
lexicon that builds upon WordNet is the WordNet-Affect [18] 
lexicon. This lexicon was developed by mapping the words in 
WordNet with a lexical database called AFFECT that consists 
of 1903 terms directly or indirectly referring to mental states. 

Linguistic Inquiry & Word Count (LIWC) is a widely used 
text-analysis software that contains a set of 73 lexicons with 
over 2300 words [2] which enables research in text specimens 
of various parts of the emotions, cognitive, structural, and 
processes. Table I shows example of words in 5 of these 73 
lexical categories. LIWC is a trusted lexicon for researches who 
wants to work with emotional and sentimental polarity as the 
lexicon has been validated by psychologists, sociologists, and 
linguists, both internally and externally in over a decade’s work 
[20].  

LIWC has been widely used in understanding the affective 
states of users in microblogs such as Twitter. For instance, 
Tumasjan et al. [21] uses LIWC to understand the publics’ 
sentiment towards a political campaign based on what they 
shared on Twitter. Coppersmith et al. [22] on the other hand, 
measures post-traumatic stress disorder using Twitter data 
while Abbar et al. [23] uses Twitter to provide insight into the 
dietary choices of 210K US-based users. 

 
TABLE I 

EXAMPLE OF WORDS IN 5 OF 73 LIWC LEXICAL CATEGORIES [2]. THE * SIGNALS 
THAT THE WORD IS A PREFIX AND ALL WORDS WITH THE SAME PREFIX ARE PUT 

IN THE SAME CATEGORY 
 

Positive 
Emotion 

Negative 
Emotion Insight Inhibition Negate 

happy cry aware* avoid* no 

appreciat* terrify decid* prevent* nowhere 

great fear feel safe* never 

perfect* anger* know wait nothing 

terrific griev* notice* wary aren’t 

value despair* sense limit* without 

interest suffers think stop cannot 

 
The Affective Norms in English Words (ANEW) lexicon 

contains a range of mental standards for 1,034 English phrases 
[19]. In contrast to Linguistic Inquiry and Word Count (LIWC) 
or the General Inquirer, the words in ANEW are categorized 
according to terms of enjoyment, excitement, and domination. 
ANEW words have a corresponding feeling valence in between 
one to nine with a neutral middle of five. Any words that values 
less than five are considered unpleasant or negative while 
values higher that five are considered pleasant or positive. For 
example, the value for the word “betrayal” is 1.68, “bland” is 
4.01 and “dream” is 6.73 which indicates that “betrayal” and 
“bland” are negative while “dream” is positive. The valence 
value over and above the simple binary of positive and negative 
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The rest of this paper is organized as follows: Section 2 will 
discuss works related to using lexicons in sentiment analysis as 
well as a few works that compares the performance of these 
lexicons. This includes reviewing several existing affect 
lexicons including VADER and TextBlob. Section 3 will 
explain the experimental setup of this study while section 4 will 
present and discuss the result of the experiment. Finally, section 
5 will conclude the study and suggest the better lexicon to be 
used in performing sentiment analysis for social media short 
texts. 

II. RELATED WORKS 

Sentiment analysis or opinion mining relates to the use of a 
method to evaluate and extract the sentiment that a writer 
expresses in a text. The positive, negative, and neutral 
classification of the text’s sentiment is the result of a general 
assessment of sentiment by assigning the polarity and 
subjectivity value. The polarity indicates the positivity and 
negativity of the text while the subjectivity indicates the opinion 
or judgement of the text, whereby the closer the value to +1, the 
more judgemental the text is. 

In essence, there are two main approaches in analysing 
sentiment. The first approach is by using machine learning 
techniques such as deep learning whereby the text are classified 
based on sentiment (text classification) and secondly is by using 
lexicon-based approaches where the text are compared with a 
dictionary of words to understand the sentiment (text matching) 
[12]. A lexicon is a collection of information about a language's 
word on its lexical category. It is like a dictionary of a language 
or subject and a total stock of words that carry meanings [13].  

Basically, there are two types of approaches for using 
lexicons [14]. First, the dictionary-based approach whereby 
seed terms are usually collected and annotated manually before 
being grown by searching for their synonyms and antonyms in 
a dictionary. Second, the corpus-based approach where it is 
domain specific and the set of opinion terms grows by searching 
for related words using either statistical or semantic techniques. 
In this paper, we are more interested in investigating the corpus-
based approach in analysing Twitter sentiments. 

 
A. Review of Existing Sentiment Lexicon 

Using sentiment lexicons in analysing texts is not something 
new. There have been many previous works that analyse the 
sentiment of texts using sentiment lexicons such as the General 
Inquirer [15], SentiWordNet [16], Q-WordNet [17], WordNet-
Affect [18], Linguistic Inquiry and Word Count (LIWC) [2] and 
Affective Norms for English Words (ANEW) [19]. 

The General Inquirer [15] is one of the oldest lexicons that 
uses binary classification of sentiment using positives and 
negatives where it consists of 1915 positive words and 2291 
negative words. On the other hand, SentiWordNet [16] is an 
extensively used tool in the field of opinion mining, based on a 
lexical English dictionary called WordNet. This lexical 
dictionary categorised the prepositional phrases, verbs, nouns, 
and other grammatical classes into synonym sets which they 
call synsets. SentiWordNet utilizes three types of ratings to 
show the sentiment of a text which are positive, objective 
(neutral) and negative by matching the word in the text to 

WordNet dictionary synset. Q-WordNet [17] is another 
example of lexicon that uses WordNet as the starting point in 
developing a lexicon that automatically annotates WordNet 
senses using positive and negative polarity. A text will be 
associated to a positive or negative connotation based on the 
polarity classification assigned to them. Another example of 
lexicon that builds upon WordNet is the WordNet-Affect [18] 
lexicon. This lexicon was developed by mapping the words in 
WordNet with a lexical database called AFFECT that consists 
of 1903 terms directly or indirectly referring to mental states. 

Linguistic Inquiry & Word Count (LIWC) is a widely used 
text-analysis software that contains a set of 73 lexicons with 
over 2300 words [2] which enables research in text specimens 
of various parts of the emotions, cognitive, structural, and 
processes. Table I shows example of words in 5 of these 73 
lexical categories. LIWC is a trusted lexicon for researches who 
wants to work with emotional and sentimental polarity as the 
lexicon has been validated by psychologists, sociologists, and 
linguists, both internally and externally in over a decade’s work 
[20].  

LIWC has been widely used in understanding the affective 
states of users in microblogs such as Twitter. For instance, 
Tumasjan et al. [21] uses LIWC to understand the publics’ 
sentiment towards a political campaign based on what they 
shared on Twitter. Coppersmith et al. [22] on the other hand, 
measures post-traumatic stress disorder using Twitter data 
while Abbar et al. [23] uses Twitter to provide insight into the 
dietary choices of 210K US-based users. 

 
TABLE I 

EXAMPLE OF WORDS IN 5 OF 73 LIWC LEXICAL CATEGORIES [2]. THE * SIGNALS 
THAT THE WORD IS A PREFIX AND ALL WORDS WITH THE SAME PREFIX ARE PUT 

IN THE SAME CATEGORY 
 

Positive 
Emotion 

Negative 
Emotion Insight Inhibition Negate 

happy cry aware* avoid* no 

appreciat* terrify decid* prevent* nowhere 

great fear feel safe* never 

perfect* anger* know wait nothing 

terrific griev* notice* wary aren’t 

value despair* sense limit* without 

interest suffers think stop cannot 

 
The Affective Norms in English Words (ANEW) lexicon 

contains a range of mental standards for 1,034 English phrases 
[19]. In contrast to Linguistic Inquiry and Word Count (LIWC) 
or the General Inquirer, the words in ANEW are categorized 
according to terms of enjoyment, excitement, and domination. 
ANEW words have a corresponding feeling valence in between 
one to nine with a neutral middle of five. Any words that values 
less than five are considered unpleasant or negative while 
values higher that five are considered pleasant or positive. For 
example, the value for the word “betrayal” is 1.68, “bland” is 
4.01 and “dream” is 6.73 which indicates that “betrayal” and 
“bland” are negative while “dream” is positive. The valence 
value over and above the simple binary of positive and negative 
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orientations allows for the study of the intensity of feeling in 
microblogging.  

The lexicons mentioned in this section have been widely used 
in sentiment analysis but have not been developed to handle 
social media texts with internet slangs and emoticons. 
Therefore, this study explores another two lexicon which are 
VADER and TextBlob that focuses on social media texts. 

 
B. Comparison of Lexicons in Existing Works 

There have been several works that compares the 
performance of lexicons in performing sentiment analysis. The 
comparisons however were made using lexicons that were not 
developed specifically for social media texts. Musto, Semeraro, 
and Polignano [9] in their work compares four lexicons which 
are SentiWordNet, SenticNet, Wordnet-Affect and MPQA. 
Their comparison was made based on the lexicons 
performances in classifying tweets in the SemEval-2013 and 
Stanford Twitter Sentiment (STS) datasets which contains 
14,435 and 1,600,000 tweets, respectively. Based on their 
study, SentiWordNet emerges best in the SemEval-2013 dataset 
while SenticNet performs better on the STS dataset. Their result 
was controversial as SenticNet was the worst performing 
lexicon on the SemEval-2013 dataset. It is later found that the 
reason SenticNet performs badly is because of its incapability 
to classify neutral tweets. 

Another work by Khoo and Johnkhan [10] compares five 
existing lexicons which are Hu & Liu Opinion Lexicon, MPQA 
Subjectivity Lexicon, General Inquirer, NRC Word-Sentiment 
Association Lexicon and SO-CAL lexicon together with a 
general-purpose lexicon developed by them called WKWSCI. 
Their study compares the effectiveness of these lexicons using 
Amazon product review and news headlines corpus. Their 
result found that the effectiveness of a lexicon depends on the 
corpus in which they are being used. A more recent work by 
Bonta and Janardhan [11] compares the performance of NLTK, 
VADER and TextBlob in classifying the sentiment from movie 
reviews. A dataset consisting of 11861 sentence-level snippets 
from www.rotten.tomatoes.com were used in assessing the 
performance of the lexicons. From their study, it is found that 
VADER outperforms the other lexicons. 

The existing comparison works mention in this section 
mostly use general purpose lexicons. This study, however, is 
more interested in assessing lexicons that were developed 
specifically for social media texts. The work by Bonta and 
Janardhan [11] can be used as a comparison with this study as 
it also uses VADER and TextBlob even though on movie 
review dataset. 

 
C. VADER 

VADER developed by Hutto and Gilbert [6] is a simple rule-
based lexicon created based on the opinion of crowd 
knowledge. The human-centred approach gathers intensity 
rating on candidate lexical features from independent raters 
using Amazon Mechanical Turk (AMT). VADER was 
developed with social media style text in mind with the aim for 
it to be fast enough for streaming data. Basically, VADER 
consists of 2 types of lexicon. First, a dictionary of words with 

a total of 7,517 words and secondly, a dictionary of emoticons 
with a total of 3,570 emoticons. Each word and emoticon in the 
lexicon are assessed by the independent human raters and rated 
from -4 as “Extremely Negative” to 4 as “Extremely Positive” 
and 0 as having “Neutral” emotions. Since VADER was 
developed for social media, the lexicon also includes sentiment-
related acronyms and commonly used slangs that have 
sentiment values.  

In performing analysis, VADER does not require 
preprocessing, because the assessment score includes all 
capitalism, punctuation, and other colloquialisms, by 
combining a dictionary that maps lexical characteristics to 
emotional intensity and other easy heuristics [24]. By 
summarizing the intensity of each word in the text, the value of 
a text can be achieved. The advantage of using VADER is that 
the values of intensity of these colloquial are also mapped, such 
as "LOL" and "meh" slang. The sentiment score is calculated 
through a summary of each of the words’ emotion in one 
sentence. Even if a single word has a sentiment score of between 
-4 to 4, the result for a phrase is normalized to be between -1 
and 1 using the normalization formula: 

  (1) 

where x is the sum of the sentiments of the phrase and alpha is 
a standardization parameter of 15. Table II presents ten 
examples of words with their respective sentiment score in 
VADER. From the table it can be seen that VADER considers 
internet acronyms such as “xoxo” and “bz” and emoticons such 
as “:'(” which are heavily used in social media by giving 
sentiment scores to these words. 

 
TABLE II 

WORDS WITH SENTIMENT SCORE IN VADER LEXICON 
 

Words Sentiment Score 
true 1.8 
xoxo 3.0 
love 3.2 
melancholy -1.9 
nasty -2.6 
adopt 0.7 
sorrow -2.4 
:'( -2.2 
bz 0.4 
blame -1.4 

 
The sentiment score ranges from -4 to 4 but when combined 

as a phrase, the words “true nasty xoxo” will give the values 
{'neg': 0.346, 'neu': 0.0, 'pos': 0.654, 'compound': 0.4939}. The 
first three values are the negative, neutral, and positive values 
which have been normalised. The compound score is the sum 
of all the standardized lexicon scores from -1 to 1. In this case, 
the positive sentiment of the phrase is quite low with a 
compound value of 0.4939. 
 
D. TextBlob 

TextBlob is a python natural language processing library that 
contains a sentiment lexicon with 2,919 words each with a 
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orientations allows for the study of the intensity of feeling in 
microblogging.  

The lexicons mentioned in this section have been widely used 
in sentiment analysis but have not been developed to handle 
social media texts with internet slangs and emoticons. 
Therefore, this study explores another two lexicon which are 
VADER and TextBlob that focuses on social media texts. 

 
B. Comparison of Lexicons in Existing Works 

There have been several works that compares the 
performance of lexicons in performing sentiment analysis. The 
comparisons however were made using lexicons that were not 
developed specifically for social media texts. Musto, Semeraro, 
and Polignano [9] in their work compares four lexicons which 
are SentiWordNet, SenticNet, Wordnet-Affect and MPQA. 
Their comparison was made based on the lexicons 
performances in classifying tweets in the SemEval-2013 and 
Stanford Twitter Sentiment (STS) datasets which contains 
14,435 and 1,600,000 tweets, respectively. Based on their 
study, SentiWordNet emerges best in the SemEval-2013 dataset 
while SenticNet performs better on the STS dataset. Their result 
was controversial as SenticNet was the worst performing 
lexicon on the SemEval-2013 dataset. It is later found that the 
reason SenticNet performs badly is because of its incapability 
to classify neutral tweets. 

Another work by Khoo and Johnkhan [10] compares five 
existing lexicons which are Hu & Liu Opinion Lexicon, MPQA 
Subjectivity Lexicon, General Inquirer, NRC Word-Sentiment 
Association Lexicon and SO-CAL lexicon together with a 
general-purpose lexicon developed by them called WKWSCI. 
Their study compares the effectiveness of these lexicons using 
Amazon product review and news headlines corpus. Their 
result found that the effectiveness of a lexicon depends on the 
corpus in which they are being used. A more recent work by 
Bonta and Janardhan [11] compares the performance of NLTK, 
VADER and TextBlob in classifying the sentiment from movie 
reviews. A dataset consisting of 11861 sentence-level snippets 
from www.rotten.tomatoes.com were used in assessing the 
performance of the lexicons. From their study, it is found that 
VADER outperforms the other lexicons. 

The existing comparison works mention in this section 
mostly use general purpose lexicons. This study, however, is 
more interested in assessing lexicons that were developed 
specifically for social media texts. The work by Bonta and 
Janardhan [11] can be used as a comparison with this study as 
it also uses VADER and TextBlob even though on movie 
review dataset. 

 
C. VADER 

VADER developed by Hutto and Gilbert [6] is a simple rule-
based lexicon created based on the opinion of crowd 
knowledge. The human-centred approach gathers intensity 
rating on candidate lexical features from independent raters 
using Amazon Mechanical Turk (AMT). VADER was 
developed with social media style text in mind with the aim for 
it to be fast enough for streaming data. Basically, VADER 
consists of 2 types of lexicon. First, a dictionary of words with 

a total of 7,517 words and secondly, a dictionary of emoticons 
with a total of 3,570 emoticons. Each word and emoticon in the 
lexicon are assessed by the independent human raters and rated 
from -4 as “Extremely Negative” to 4 as “Extremely Positive” 
and 0 as having “Neutral” emotions. Since VADER was 
developed for social media, the lexicon also includes sentiment-
related acronyms and commonly used slangs that have 
sentiment values.  

In performing analysis, VADER does not require 
preprocessing, because the assessment score includes all 
capitalism, punctuation, and other colloquialisms, by 
combining a dictionary that maps lexical characteristics to 
emotional intensity and other easy heuristics [24]. By 
summarizing the intensity of each word in the text, the value of 
a text can be achieved. The advantage of using VADER is that 
the values of intensity of these colloquial are also mapped, such 
as "LOL" and "meh" slang. The sentiment score is calculated 
through a summary of each of the words’ emotion in one 
sentence. Even if a single word has a sentiment score of between 
-4 to 4, the result for a phrase is normalized to be between -1 
and 1 using the normalization formula: 

  (1) 

where x is the sum of the sentiments of the phrase and alpha is 
a standardization parameter of 15. Table II presents ten 
examples of words with their respective sentiment score in 
VADER. From the table it can be seen that VADER considers 
internet acronyms such as “xoxo” and “bz” and emoticons such 
as “:'(” which are heavily used in social media by giving 
sentiment scores to these words. 

 
TABLE II 

WORDS WITH SENTIMENT SCORE IN VADER LEXICON 
 

Words Sentiment Score 
true 1.8 
xoxo 3.0 
love 3.2 
melancholy -1.9 
nasty -2.6 
adopt 0.7 
sorrow -2.4 
:'( -2.2 
bz 0.4 
blame -1.4 

 
The sentiment score ranges from -4 to 4 but when combined 

as a phrase, the words “true nasty xoxo” will give the values 
{'neg': 0.346, 'neu': 0.0, 'pos': 0.654, 'compound': 0.4939}. The 
first three values are the negative, neutral, and positive values 
which have been normalised. The compound score is the sum 
of all the standardized lexicon scores from -1 to 1. In this case, 
the positive sentiment of the phrase is quite low with a 
compound value of 0.4939. 
 
D. TextBlob 

TextBlob is a python natural language processing library that 
contains a sentiment lexicon with 2,919 words each with a 
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orientations allows for the study of the intensity of feeling in 
microblogging.  

The lexicons mentioned in this section have been widely used 
in sentiment analysis but have not been developed to handle 
social media texts with internet slangs and emoticons. 
Therefore, this study explores another two lexicon which are 
VADER and TextBlob that focuses on social media texts. 

 
B. Comparison of Lexicons in Existing Works 

There have been several works that compares the 
performance of lexicons in performing sentiment analysis. The 
comparisons however were made using lexicons that were not 
developed specifically for social media texts. Musto, Semeraro, 
and Polignano [9] in their work compares four lexicons which 
are SentiWordNet, SenticNet, Wordnet-Affect and MPQA. 
Their comparison was made based on the lexicons 
performances in classifying tweets in the SemEval-2013 and 
Stanford Twitter Sentiment (STS) datasets which contains 
14,435 and 1,600,000 tweets, respectively. Based on their 
study, SentiWordNet emerges best in the SemEval-2013 dataset 
while SenticNet performs better on the STS dataset. Their result 
was controversial as SenticNet was the worst performing 
lexicon on the SemEval-2013 dataset. It is later found that the 
reason SenticNet performs badly is because of its incapability 
to classify neutral tweets. 

Another work by Khoo and Johnkhan [10] compares five 
existing lexicons which are Hu & Liu Opinion Lexicon, MPQA 
Subjectivity Lexicon, General Inquirer, NRC Word-Sentiment 
Association Lexicon and SO-CAL lexicon together with a 
general-purpose lexicon developed by them called WKWSCI. 
Their study compares the effectiveness of these lexicons using 
Amazon product review and news headlines corpus. Their 
result found that the effectiveness of a lexicon depends on the 
corpus in which they are being used. A more recent work by 
Bonta and Janardhan [11] compares the performance of NLTK, 
VADER and TextBlob in classifying the sentiment from movie 
reviews. A dataset consisting of 11861 sentence-level snippets 
from www.rotten.tomatoes.com were used in assessing the 
performance of the lexicons. From their study, it is found that 
VADER outperforms the other lexicons. 

The existing comparison works mention in this section 
mostly use general purpose lexicons. This study, however, is 
more interested in assessing lexicons that were developed 
specifically for social media texts. The work by Bonta and 
Janardhan [11] can be used as a comparison with this study as 
it also uses VADER and TextBlob even though on movie 
review dataset. 

 
C. VADER 

VADER developed by Hutto and Gilbert [6] is a simple rule-
based lexicon created based on the opinion of crowd 
knowledge. The human-centred approach gathers intensity 
rating on candidate lexical features from independent raters 
using Amazon Mechanical Turk (AMT). VADER was 
developed with social media style text in mind with the aim for 
it to be fast enough for streaming data. Basically, VADER 
consists of 2 types of lexicon. First, a dictionary of words with 

a total of 7,517 words and secondly, a dictionary of emoticons 
with a total of 3,570 emoticons. Each word and emoticon in the 
lexicon are assessed by the independent human raters and rated 
from -4 as “Extremely Negative” to 4 as “Extremely Positive” 
and 0 as having “Neutral” emotions. Since VADER was 
developed for social media, the lexicon also includes sentiment-
related acronyms and commonly used slangs that have 
sentiment values.  

In performing analysis, VADER does not require 
preprocessing, because the assessment score includes all 
capitalism, punctuation, and other colloquialisms, by 
combining a dictionary that maps lexical characteristics to 
emotional intensity and other easy heuristics [24]. By 
summarizing the intensity of each word in the text, the value of 
a text can be achieved. The advantage of using VADER is that 
the values of intensity of these colloquial are also mapped, such 
as "LOL" and "meh" slang. The sentiment score is calculated 
through a summary of each of the words’ emotion in one 
sentence. Even if a single word has a sentiment score of between 
-4 to 4, the result for a phrase is normalized to be between -1 
and 1 using the normalization formula: 

  (1) 

where x is the sum of the sentiments of the phrase and alpha is 
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first three values are the negative, neutral, and positive values 
which have been normalised. The compound score is the sum 
of all the standardized lexicon scores from -1 to 1. In this case, 
the positive sentiment of the phrase is quite low with a 
compound value of 0.4939. 
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orientations allows for the study of the intensity of feeling in 
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The lexicons mentioned in this section have been widely used 
in sentiment analysis but have not been developed to handle 
social media texts with internet slangs and emoticons. 
Therefore, this study explores another two lexicon which are 
VADER and TextBlob that focuses on social media texts. 
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Their comparison was made based on the lexicons 
performances in classifying tweets in the SemEval-2013 and 
Stanford Twitter Sentiment (STS) datasets which contains 
14,435 and 1,600,000 tweets, respectively. Based on their 
study, SentiWordNet emerges best in the SemEval-2013 dataset 
while SenticNet performs better on the STS dataset. Their result 
was controversial as SenticNet was the worst performing 
lexicon on the SemEval-2013 dataset. It is later found that the 
reason SenticNet performs badly is because of its incapability 
to classify neutral tweets. 

Another work by Khoo and Johnkhan [10] compares five 
existing lexicons which are Hu & Liu Opinion Lexicon, MPQA 
Subjectivity Lexicon, General Inquirer, NRC Word-Sentiment 
Association Lexicon and SO-CAL lexicon together with a 
general-purpose lexicon developed by them called WKWSCI. 
Their study compares the effectiveness of these lexicons using 
Amazon product review and news headlines corpus. Their 
result found that the effectiveness of a lexicon depends on the 
corpus in which they are being used. A more recent work by 
Bonta and Janardhan [11] compares the performance of NLTK, 
VADER and TextBlob in classifying the sentiment from movie 
reviews. A dataset consisting of 11861 sentence-level snippets 
from www.rotten.tomatoes.com were used in assessing the 
performance of the lexicons. From their study, it is found that 
VADER outperforms the other lexicons. 

The existing comparison works mention in this section 
mostly use general purpose lexicons. This study, however, is 
more interested in assessing lexicons that were developed 
specifically for social media texts. The work by Bonta and 
Janardhan [11] can be used as a comparison with this study as 
it also uses VADER and TextBlob even though on movie 
review dataset. 

 
C. VADER 

VADER developed by Hutto and Gilbert [6] is a simple rule-
based lexicon created based on the opinion of crowd 
knowledge. The human-centred approach gathers intensity 
rating on candidate lexical features from independent raters 
using Amazon Mechanical Turk (AMT). VADER was 
developed with social media style text in mind with the aim for 
it to be fast enough for streaming data. Basically, VADER 
consists of 2 types of lexicon. First, a dictionary of words with 
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with a total of 3,570 emoticons. Each word and emoticon in the 
lexicon are assessed by the independent human raters and rated 
from -4 as “Extremely Negative” to 4 as “Extremely Positive” 
and 0 as having “Neutral” emotions. Since VADER was 
developed for social media, the lexicon also includes sentiment-
related acronyms and commonly used slangs that have 
sentiment values.  

In performing analysis, VADER does not require 
preprocessing, because the assessment score includes all 
capitalism, punctuation, and other colloquialisms, by 
combining a dictionary that maps lexical characteristics to 
emotional intensity and other easy heuristics [24]. By 
summarizing the intensity of each word in the text, the value of 
a text can be achieved. The advantage of using VADER is that 
the values of intensity of these colloquial are also mapped, such 
as "LOL" and "meh" slang. The sentiment score is calculated 
through a summary of each of the words’ emotion in one 
sentence. Even if a single word has a sentiment score of between 
-4 to 4, the result for a phrase is normalized to be between -1 
and 1 using the normalization formula: 
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where x is the sum of the sentiments of the phrase and alpha is 
a standardization parameter of 15. Table II presents ten 
examples of words with their respective sentiment score in 
VADER. From the table it can be seen that VADER considers 
internet acronyms such as “xoxo” and “bz” and emoticons such 
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as a phrase, the words “true nasty xoxo” will give the values 
{'neg': 0.346, 'neu': 0.0, 'pos': 0.654, 'compound': 0.4939}. The 
first three values are the negative, neutral, and positive values 
which have been normalised. The compound score is the sum 
of all the standardized lexicon scores from -1 to 1. In this case, 
the positive sentiment of the phrase is quite low with a 
compound value of 0.4939. 
 
D. TextBlob 

TextBlob is a python natural language processing library that 
contains a sentiment lexicon with 2,919 words each with a 
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more interested in assessing lexicons that were developed 
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Janardhan [11] can be used as a comparison with this study as 
it also uses VADER and TextBlob even though on movie 
review dataset. 
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from -4 as “Extremely Negative” to 4 as “Extremely Positive” 
and 0 as having “Neutral” emotions. Since VADER was 
developed for social media, the lexicon also includes sentiment-
related acronyms and commonly used slangs that have 
sentiment values.  

In performing analysis, VADER does not require 
preprocessing, because the assessment score includes all 
capitalism, punctuation, and other colloquialisms, by 
combining a dictionary that maps lexical characteristics to 
emotional intensity and other easy heuristics [24]. By 
summarizing the intensity of each word in the text, the value of 
a text can be achieved. The advantage of using VADER is that 
the values of intensity of these colloquial are also mapped, such 
as "LOL" and "meh" slang. The sentiment score is calculated 
through a summary of each of the words’ emotion in one 
sentence. Even if a single word has a sentiment score of between 
-4 to 4, the result for a phrase is normalized to be between -1 
and 1 using the normalization formula: 
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where x is the sum of the sentiments of the phrase and alpha is 
a standardization parameter of 15. Table II presents ten 
examples of words with their respective sentiment score in 
VADER. From the table it can be seen that VADER considers 
internet acronyms such as “xoxo” and “bz” and emoticons such 
as “:'(” which are heavily used in social media by giving 
sentiment scores to these words. 
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as a phrase, the words “true nasty xoxo” will give the values 
{'neg': 0.346, 'neu': 0.0, 'pos': 0.654, 'compound': 0.4939}. The 
first three values are the negative, neutral, and positive values 
which have been normalised. The compound score is the sum 
of all the standardized lexicon scores from -1 to 1. In this case, 
the positive sentiment of the phrase is quite low with a 
compound value of 0.4939. 
 
D. TextBlob 

TextBlob is a python natural language processing library that 
contains a sentiment lexicon with 2,919 words each with a 
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polarity and subjectivity score [7]. It contains two sentiment 
analysis implementations which are PatternAnalyzer and 
NaiveBayesAnalyzer. PatternAnalyzer was based on the Pattern 
library [25] while NaiveBayesAnalyzer used an NLTK 
classifier trained on a movie reviews corpus. Sentiment analysis 
using TextBlob returns a tuple of polarity and subjectivity 
scores where polarity is a float between -1.0 to 1.0 and 
subjectivity is a float in the range of 0.0 to 1.0 whereby 0.0 is 
highly objective and 1.0 is very subjective. Sentiment matching 
is implemented by calculating the polarities of a text and if the 
result is less than 0, it will be labelled as negative, more than 0 
will be positive and 0 will be regarded as neutral. Other than 
affect words, TextBlob also handles modifiers, intensifiers, and 
negation such as “very”, “fairly”, “really” and “not”. Each of 
these words are also assigned with polarities and subjectivities 
in the lexicon. 

Fig. 1 shows the difference of the polarity and subjectivity 
score of a word when modifiers, intensifiers and negations are 
introduced. The word “great” on its own has a polarity score of 
0.8 and a subjectivity score of 0.75. The word “very” on the 
other hand has the polarity and subjectivity score of 0.2 and 0.3, 
respectively. When both words are combined, the phrase “very 
great” has an increased polarity and subjectivity score of 1 and 
0.98. Both the polarity and subjectivity score were reduced 
when the negation word “not” is introduced. The phrase “very 
great” now has the polarity and subjectivity score of -0.31 and 
0.58 when the word “not” is introduced. 

 

Fig. 1. Polarity and subjectivity score of words with and without modifiers, 
intensifiers, and negations. 

 
When the word “very” is recognized as a modifier, TextBlob 

ignores polarity and subjectivity by using only the intensity to 
amend the words. The intensity of the word “very” is 1.3 which 
will be multiplied with the polarity and subjectivity of “great” 
to result to the new score. For the polarity score, the 
multiplication result will exceed 1 (0.8 when multiplied by 1.3 
will become 1.04), so the polarity result is maxed to 1. For the 
subjectivity score, it changed from 0.75 to 0.975 after being 
multiplied by the intensity of the word “very”. In some cases, 
TextBlob will ignore one-letter words or any words that it does 
not understand in its sentiment phrases. TextBlob eventually 
finds words and phrases to which polarity and subjectivity can 
be assigned and measures them all together for a longer text. 

III. EXPERIMENTAL SETUP 

A. Data Collection  
In evaluating the performance of both VADER and TextBlob 

in performing sentiment analysis on microblogs, a dataset of 
7,997 tweets was collected from a single user from the year 
2013 to 2019. The dataset consists of two columns which are 
the dates and the text of the tweets. This specific user was 
chosen for the study mainly because the person actively 
participates in Twitter by tweeting and retweeting every day and 
uses English in all of the tweets. The user profile is also set to 
public which allows data to be pulled from the account. Out of 
the 7,997 tweets collected from the user account, 4,753 tweets 
are original tweets from the user while 3,244 tweets were 
retweeted from other users. In extracting the tweets, the Twitter 
streaming API was used together with Tweepy, which is a 
Python library. Tweepy offers a convenient interface for 
iterating object kinds and allows up to 3,200 tweets extraction 
at a time. Fig. 2 shows a snippet of the tweets collected in the 
dataset. 

 

Fig. 2. Screenshot of a few of the tweets collected from the user. 

 

B. Data Preprocessing  
In performing sentiment analysis, the data collected will often 

need to be preprocessed and cleaned. However, this is not 
necessary when using VADER since their sentiment score 
considers capitalism, punctuation, and other colloquialisms. 
TextBlob on the other hand requires the data to be preprocessed 
when performing sentiment analysis, however, these are 
performed automatically using the NLTK corpora. The first step 
in preprocessing the data is to reduce all words to lower case. 
This is a common approach whereby words such as “Me” is 
reduced to “me” for simplicity. While it is generally useful to 
decrease, this may not apply to all tasks. Proper capitalization 
facilitates the detection of proper nouns and increases 
translation accuracy. Next, stop words were removed using the 
nltk.corpus library. Then, tokenization is performed by cutting 
phrases into parts, known as tokens, by throwing away some 
characters such as punctuation and repeated words that could 
negatively affects the NLP analysis. This relies on language 
algorithms such as the NLTK, which are pre-trained. The 
RegexpTokenizer(r'\w+') function is used as a tokenizer to 
separate a sentence into words without punctuation.  
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polarity and subjectivity score [7]. It contains two sentiment 
analysis implementations which are PatternAnalyzer and 
NaiveBayesAnalyzer. PatternAnalyzer was based on the Pattern 
library [25] while NaiveBayesAnalyzer used an NLTK 
classifier trained on a movie reviews corpus. Sentiment analysis 
using TextBlob returns a tuple of polarity and subjectivity 
scores where polarity is a float between -1.0 to 1.0 and 
subjectivity is a float in the range of 0.0 to 1.0 whereby 0.0 is 
highly objective and 1.0 is very subjective. Sentiment matching 
is implemented by calculating the polarities of a text and if the 
result is less than 0, it will be labelled as negative, more than 0 
will be positive and 0 will be regarded as neutral. Other than 
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respectively. When both words are combined, the phrase “very 
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0.98. Both the polarity and subjectivity score were reduced 
when the negation word “not” is introduced. The phrase “very 
great” now has the polarity and subjectivity score of -0.31 and 
0.58 when the word “not” is introduced. 
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The next step in preprocessing the collected data is to perform 
POS tagging of the phrases in a corpus based on its definition 
and context to mark a respective section of a speech tag. Once 
it is done, lemmatization is then performed. The aim of 
lemmatization is to get to the root of the word. For example, the 
word “attempting” will be converted to “attempt” which is the 
root word. Lemmatization is much more accurate compared to 
stemming as it uses WordNet-based strategy which effectively 
turns words into the real root. Twitter abbreviations and 
acronyms are quite complicated to be implemented for any NLP 
analysis. Storing all the alternatives of these abbreviations and 
acronyms is memory-expensive, search-delaying, and time-
consuming. Therefore, it is essential to normalize certain letters 
automatically as a means of avoiding tool degradation and to 
enhance the identification of polarity. Normalization applies the 
standardization of text that is essential to noisy text such as 
commentary on twitter and text messages, when abbreviations, 
misprints and usage of vocabularies are common, since they can 
enhance the precision of sentiments. Finally, noise removal is 
performed by removing figures, domain-specific keys (e.g., ' 
RT ' for retweet) and source code. Fig. 3 shows a summary of 
the steps taken in the data preprocessing. 

 

Fig. 3. Data preprocessing steps. 

 
C. Development of Gold Standard 

After the above-mentioned preprocessing steps have been 
applied, all 7,997 tweets collected will be analysed and 
classified by both VADER and TextBlob lexicons as either 
positive, negative, or neutral sentiment. To assess the accuracy 
of the classification, a gold standard was developed whereby 
three experts in psychology and human development were 
asked to classify 300 random tweets out of the 7,997 tweets 
analysed. The classification from the experts were performed 
separately and the majority decision of each tweet will be 
selected as the final classification that will be used in the gold 
standard to compare with results from VADER and TextBlob. 

IV. RESULT AND FINDINGS 
In assessing the performance of both lexicons as compared 

to the gold standard, the performance metrics used were 
accuracy, precision, recall and F-measure using the following 
formulas: 
 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑛𝑛𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴 𝑜𝑜𝑜𝑜𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑛𝑛𝐴𝐴𝑜𝑜𝑜𝑜𝐴𝐴 𝐴𝐴𝑜𝑜𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑛𝑛𝑙𝑙 𝑝𝑝𝑜𝑜𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛, 𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 𝐴𝐴𝑛𝑛𝑙𝑙 𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛 𝑜𝑜𝑡𝑡𝑛𝑛𝑛𝑛𝑜𝑜𝑙𝑙

𝑛𝑛𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛, 𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 𝐴𝐴𝑛𝑛𝑙𝑙 𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛 𝑜𝑜𝑡𝑡𝑛𝑛𝑛𝑛𝑜𝑜𝑙𝑙 𝑙𝑙𝑛𝑛 𝑛𝑛𝑜𝑜𝑜𝑜𝑙𝑙 𝑙𝑙𝑜𝑜𝐴𝐴𝑛𝑛𝑙𝑙𝐴𝐴𝐴𝐴𝑙𝑙  
(2) 

𝑃𝑃𝐴𝐴𝑛𝑛𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑜𝑜𝑛𝑛 =
 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑛𝑛𝑒𝑒 𝑒𝑒𝑛𝑛𝑙𝑙𝑐𝑐𝑜𝑜𝑜𝑜𝑛𝑛     

(3) 
                        

𝑅𝑅𝑛𝑛𝐴𝐴𝐴𝐴𝑜𝑜𝑜𝑜 =
 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐 𝑐𝑐𝑛𝑛 𝑛𝑛𝑜𝑜𝑒𝑒𝑐𝑐 𝑐𝑐𝑒𝑒𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐                                    
(4) 

 
𝐹𝐹 − 𝑀𝑀𝑛𝑛𝐴𝐴𝑙𝑙𝐴𝐴𝐴𝐴𝑛𝑛 =  2 ∗ 𝑃𝑃𝑛𝑛𝑛𝑛𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑛𝑛∗𝑅𝑅𝑛𝑛𝑜𝑜𝑐𝑐𝑒𝑒𝑒𝑒

𝑃𝑃𝑛𝑛𝑛𝑛𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑛𝑛+𝑅𝑅𝑛𝑛𝑜𝑜𝑐𝑐𝑒𝑒𝑒𝑒                                       (5) 
 

The 300 random tweets classified by the experts were 
submitted to both VADER and Text Blob. The results were 
then recorded and compared with the gold standard. If the 
lexicon and the gold standard both classify a tweet as positive, 
neutral, or negative, it will be labelled as PP, NENE and NN, 
respectively. However, if the lexicon classifies a tweet as 
neutral or negative when the gold standard is positive, it will 
be labelled as PNE or PN, respectively. A tweet will be labelled 
as NEP or NEN if the lexicon labels it as positive or negative 
when it is neutral in the gold standard. Finally, if the tweet is 
classified as positive or neutral when the gold standard 
classifies it as negative, it will be labelled as NP or NNE, 
respectively. Fig. 4 shows an excerpt of the labelling of the 
tweets. 

The results of the labelling process are then compiled and 
summarized in a confusion matrix as presented in Table III and 
IV. A confusion matrix presents the predicted classification as 
given by VADER and TextBlob over the actual classification 
given by the experts in the gold standard. The confusion matrix 
is then used to calculate the accuracy, precision, recall and F-
measure of both lexicons. 

 

 

Fig. 4. Screenshot of the classification and labelling of tweets. 

 

TABLE III 
CONFUSION MATRIX FOR VADER LEXICON  

 
VADER Lexicon 

 Positive  
(Predicted) 

Neutral 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 22 3 7 

Neutral 
(Actual) 4 74 33 

Negative 
(Actual) 7 10 140 
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polarity and subjectivity score [7]. It contains two sentiment 
analysis implementations which are PatternAnalyzer and 
NaiveBayesAnalyzer. PatternAnalyzer was based on the Pattern 
library [25] while NaiveBayesAnalyzer used an NLTK 
classifier trained on a movie reviews corpus. Sentiment analysis 
using TextBlob returns a tuple of polarity and subjectivity 
scores where polarity is a float between -1.0 to 1.0 and 
subjectivity is a float in the range of 0.0 to 1.0 whereby 0.0 is 
highly objective and 1.0 is very subjective. Sentiment matching 
is implemented by calculating the polarities of a text and if the 
result is less than 0, it will be labelled as negative, more than 0 
will be positive and 0 will be regarded as neutral. Other than 
affect words, TextBlob also handles modifiers, intensifiers, and 
negation such as “very”, “fairly”, “really” and “not”. Each of 
these words are also assigned with polarities and subjectivities 
in the lexicon. 

Fig. 1 shows the difference of the polarity and subjectivity 
score of a word when modifiers, intensifiers and negations are 
introduced. The word “great” on its own has a polarity score of 
0.8 and a subjectivity score of 0.75. The word “very” on the 
other hand has the polarity and subjectivity score of 0.2 and 0.3, 
respectively. When both words are combined, the phrase “very 
great” has an increased polarity and subjectivity score of 1 and 
0.98. Both the polarity and subjectivity score were reduced 
when the negation word “not” is introduced. The phrase “very 
great” now has the polarity and subjectivity score of -0.31 and 
0.58 when the word “not” is introduced. 

 

Fig. 1. Polarity and subjectivity score of words with and without modifiers, 
intensifiers, and negations. 

 
When the word “very” is recognized as a modifier, TextBlob 

ignores polarity and subjectivity by using only the intensity to 
amend the words. The intensity of the word “very” is 1.3 which 
will be multiplied with the polarity and subjectivity of “great” 
to result to the new score. For the polarity score, the 
multiplication result will exceed 1 (0.8 when multiplied by 1.3 
will become 1.04), so the polarity result is maxed to 1. For the 
subjectivity score, it changed from 0.75 to 0.975 after being 
multiplied by the intensity of the word “very”. In some cases, 
TextBlob will ignore one-letter words or any words that it does 
not understand in its sentiment phrases. TextBlob eventually 
finds words and phrases to which polarity and subjectivity can 
be assigned and measures them all together for a longer text. 

III. EXPERIMENTAL SETUP 

A. Data Collection  
In evaluating the performance of both VADER and TextBlob 

in performing sentiment analysis on microblogs, a dataset of 
7,997 tweets was collected from a single user from the year 
2013 to 2019. The dataset consists of two columns which are 
the dates and the text of the tweets. This specific user was 
chosen for the study mainly because the person actively 
participates in Twitter by tweeting and retweeting every day and 
uses English in all of the tweets. The user profile is also set to 
public which allows data to be pulled from the account. Out of 
the 7,997 tweets collected from the user account, 4,753 tweets 
are original tweets from the user while 3,244 tweets were 
retweeted from other users. In extracting the tweets, the Twitter 
streaming API was used together with Tweepy, which is a 
Python library. Tweepy offers a convenient interface for 
iterating object kinds and allows up to 3,200 tweets extraction 
at a time. Fig. 2 shows a snippet of the tweets collected in the 
dataset. 

 

Fig. 2. Screenshot of a few of the tweets collected from the user. 

 

B. Data Preprocessing  
In performing sentiment analysis, the data collected will often 

need to be preprocessed and cleaned. However, this is not 
necessary when using VADER since their sentiment score 
considers capitalism, punctuation, and other colloquialisms. 
TextBlob on the other hand requires the data to be preprocessed 
when performing sentiment analysis, however, these are 
performed automatically using the NLTK corpora. The first step 
in preprocessing the data is to reduce all words to lower case. 
This is a common approach whereby words such as “Me” is 
reduced to “me” for simplicity. While it is generally useful to 
decrease, this may not apply to all tasks. Proper capitalization 
facilitates the detection of proper nouns and increases 
translation accuracy. Next, stop words were removed using the 
nltk.corpus library. Then, tokenization is performed by cutting 
phrases into parts, known as tokens, by throwing away some 
characters such as punctuation and repeated words that could 
negatively affects the NLP analysis. This relies on language 
algorithms such as the NLTK, which are pre-trained. The 
RegexpTokenizer(r'\w+') function is used as a tokenizer to 
separate a sentence into words without punctuation.  
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polarity and subjectivity score [7]. It contains two sentiment 
analysis implementations which are PatternAnalyzer and 
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ignores polarity and subjectivity by using only the intensity to 
amend the words. The intensity of the word “very” is 1.3 which 
will be multiplied with the polarity and subjectivity of “great” 
to result to the new score. For the polarity score, the 
multiplication result will exceed 1 (0.8 when multiplied by 1.3 
will become 1.04), so the polarity result is maxed to 1. For the 
subjectivity score, it changed from 0.75 to 0.975 after being 
multiplied by the intensity of the word “very”. In some cases, 
TextBlob will ignore one-letter words or any words that it does 
not understand in its sentiment phrases. TextBlob eventually 
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In evaluating the performance of both VADER and TextBlob 

in performing sentiment analysis on microblogs, a dataset of 
7,997 tweets was collected from a single user from the year 
2013 to 2019. The dataset consists of two columns which are 
the dates and the text of the tweets. This specific user was 
chosen for the study mainly because the person actively 
participates in Twitter by tweeting and retweeting every day and 
uses English in all of the tweets. The user profile is also set to 
public which allows data to be pulled from the account. Out of 
the 7,997 tweets collected from the user account, 4,753 tweets 
are original tweets from the user while 3,244 tweets were 
retweeted from other users. In extracting the tweets, the Twitter 
streaming API was used together with Tweepy, which is a 
Python library. Tweepy offers a convenient interface for 
iterating object kinds and allows up to 3,200 tweets extraction 
at a time. Fig. 2 shows a snippet of the tweets collected in the 
dataset. 
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B. Data Preprocessing  
In performing sentiment analysis, the data collected will often 

need to be preprocessed and cleaned. However, this is not 
necessary when using VADER since their sentiment score 
considers capitalism, punctuation, and other colloquialisms. 
TextBlob on the other hand requires the data to be preprocessed 
when performing sentiment analysis, however, these are 
performed automatically using the NLTK corpora. The first step 
in preprocessing the data is to reduce all words to lower case. 
This is a common approach whereby words such as “Me” is 
reduced to “me” for simplicity. While it is generally useful to 
decrease, this may not apply to all tasks. Proper capitalization 
facilitates the detection of proper nouns and increases 
translation accuracy. Next, stop words were removed using the 
nltk.corpus library. Then, tokenization is performed by cutting 
phrases into parts, known as tokens, by throwing away some 
characters such as punctuation and repeated words that could 
negatively affects the NLP analysis. This relies on language 
algorithms such as the NLTK, which are pre-trained. The 
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The next step in preprocessing the collected data is to perform 
POS tagging of the phrases in a corpus based on its definition 
and context to mark a respective section of a speech tag. Once 
it is done, lemmatization is then performed. The aim of 
lemmatization is to get to the root of the word. For example, the 
word “attempting” will be converted to “attempt” which is the 
root word. Lemmatization is much more accurate compared to 
stemming as it uses WordNet-based strategy which effectively 
turns words into the real root. Twitter abbreviations and 
acronyms are quite complicated to be implemented for any NLP 
analysis. Storing all the alternatives of these abbreviations and 
acronyms is memory-expensive, search-delaying, and time-
consuming. Therefore, it is essential to normalize certain letters 
automatically as a means of avoiding tool degradation and to 
enhance the identification of polarity. Normalization applies the 
standardization of text that is essential to noisy text such as 
commentary on twitter and text messages, when abbreviations, 
misprints and usage of vocabularies are common, since they can 
enhance the precision of sentiments. Finally, noise removal is 
performed by removing figures, domain-specific keys (e.g., ' 
RT ' for retweet) and source code. Fig. 3 shows a summary of 
the steps taken in the data preprocessing. 

 

Fig. 3. Data preprocessing steps. 

 
C. Development of Gold Standard 

After the above-mentioned preprocessing steps have been 
applied, all 7,997 tweets collected will be analysed and 
classified by both VADER and TextBlob lexicons as either 
positive, negative, or neutral sentiment. To assess the accuracy 
of the classification, a gold standard was developed whereby 
three experts in psychology and human development were 
asked to classify 300 random tweets out of the 7,997 tweets 
analysed. The classification from the experts were performed 
separately and the majority decision of each tweet will be 
selected as the final classification that will be used in the gold 
standard to compare with results from VADER and TextBlob. 

IV. RESULT AND FINDINGS 
In assessing the performance of both lexicons as compared 

to the gold standard, the performance metrics used were 
accuracy, precision, recall and F-measure using the following 
formulas: 
 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑛𝑛𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴 𝑜𝑜𝑜𝑜𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑛𝑛𝐴𝐴𝑜𝑜𝑜𝑜𝐴𝐴 𝐴𝐴𝑜𝑜𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑛𝑛𝑙𝑙 𝑝𝑝𝑜𝑜𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛, 𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 𝐴𝐴𝑛𝑛𝑙𝑙 𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛 𝑜𝑜𝑡𝑡𝑛𝑛𝑛𝑛𝑜𝑜𝑙𝑙

𝑛𝑛𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛, 𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 𝐴𝐴𝑛𝑛𝑙𝑙 𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛 𝑜𝑜𝑡𝑡𝑛𝑛𝑛𝑛𝑜𝑜𝑙𝑙 𝑙𝑙𝑛𝑛 𝑛𝑛𝑜𝑜𝑜𝑜𝑙𝑙 𝑙𝑙𝑜𝑜𝐴𝐴𝑛𝑛𝑙𝑙𝐴𝐴𝐴𝐴𝑙𝑙  
(2) 

𝑃𝑃𝐴𝐴𝑛𝑛𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑜𝑜𝑛𝑛 =
 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑛𝑛𝑒𝑒 𝑒𝑒𝑛𝑛𝑙𝑙𝑐𝑐𝑜𝑜𝑜𝑜𝑛𝑛     

(3) 
                        

𝑅𝑅𝑛𝑛𝐴𝐴𝐴𝐴𝑜𝑜𝑜𝑜 =
 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐 𝑐𝑐𝑛𝑛 𝑛𝑛𝑜𝑜𝑒𝑒𝑐𝑐 𝑐𝑐𝑒𝑒𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐                                    
(4) 

 
𝐹𝐹 − 𝑀𝑀𝑛𝑛𝐴𝐴𝑙𝑙𝐴𝐴𝐴𝐴𝑛𝑛 =  2 ∗ 𝑃𝑃𝑛𝑛𝑛𝑛𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑛𝑛∗𝑅𝑅𝑛𝑛𝑜𝑜𝑐𝑐𝑒𝑒𝑒𝑒

𝑃𝑃𝑛𝑛𝑛𝑛𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑛𝑛+𝑅𝑅𝑛𝑛𝑜𝑜𝑐𝑐𝑒𝑒𝑒𝑒                                       (5) 
 

The 300 random tweets classified by the experts were 
submitted to both VADER and Text Blob. The results were 
then recorded and compared with the gold standard. If the 
lexicon and the gold standard both classify a tweet as positive, 
neutral, or negative, it will be labelled as PP, NENE and NN, 
respectively. However, if the lexicon classifies a tweet as 
neutral or negative when the gold standard is positive, it will 
be labelled as PNE or PN, respectively. A tweet will be labelled 
as NEP or NEN if the lexicon labels it as positive or negative 
when it is neutral in the gold standard. Finally, if the tweet is 
classified as positive or neutral when the gold standard 
classifies it as negative, it will be labelled as NP or NNE, 
respectively. Fig. 4 shows an excerpt of the labelling of the 
tweets. 

The results of the labelling process are then compiled and 
summarized in a confusion matrix as presented in Table III and 
IV. A confusion matrix presents the predicted classification as 
given by VADER and TextBlob over the actual classification 
given by the experts in the gold standard. The confusion matrix 
is then used to calculate the accuracy, precision, recall and F-
measure of both lexicons. 

 

 

Fig. 4. Screenshot of the classification and labelling of tweets. 

 

TABLE III 
CONFUSION MATRIX FOR VADER LEXICON  

 
VADER Lexicon 

 Positive  
(Predicted) 

Neutral 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 22 3 7 

Neutral 
(Actual) 4 74 33 

Negative 
(Actual) 7 10 140 
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The next step in preprocessing the collected data is to perform 
POS tagging of the phrases in a corpus based on its definition 
and context to mark a respective section of a speech tag. Once 
it is done, lemmatization is then performed. The aim of 
lemmatization is to get to the root of the word. For example, the 
word “attempting” will be converted to “attempt” which is the 
root word. Lemmatization is much more accurate compared to 
stemming as it uses WordNet-based strategy which effectively 
turns words into the real root. Twitter abbreviations and 
acronyms are quite complicated to be implemented for any NLP 
analysis. Storing all the alternatives of these abbreviations and 
acronyms is memory-expensive, search-delaying, and time-
consuming. Therefore, it is essential to normalize certain letters 
automatically as a means of avoiding tool degradation and to 
enhance the identification of polarity. Normalization applies the 
standardization of text that is essential to noisy text such as 
commentary on twitter and text messages, when abbreviations, 
misprints and usage of vocabularies are common, since they can 
enhance the precision of sentiments. Finally, noise removal is 
performed by removing figures, domain-specific keys (e.g., ' 
RT ' for retweet) and source code. Fig. 3 shows a summary of 
the steps taken in the data preprocessing. 

 

Fig. 3. Data preprocessing steps. 

 
C. Development of Gold Standard 

After the above-mentioned preprocessing steps have been 
applied, all 7,997 tweets collected will be analysed and 
classified by both VADER and TextBlob lexicons as either 
positive, negative, or neutral sentiment. To assess the accuracy 
of the classification, a gold standard was developed whereby 
three experts in psychology and human development were 
asked to classify 300 random tweets out of the 7,997 tweets 
analysed. The classification from the experts were performed 
separately and the majority decision of each tweet will be 
selected as the final classification that will be used in the gold 
standard to compare with results from VADER and TextBlob. 

IV. RESULT AND FINDINGS 
In assessing the performance of both lexicons as compared 

to the gold standard, the performance metrics used were 
accuracy, precision, recall and F-measure using the following 
formulas: 
 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑛𝑛𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴 𝑜𝑜𝑜𝑜𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑛𝑛𝐴𝐴𝑜𝑜𝑜𝑜𝐴𝐴 𝐴𝐴𝑜𝑜𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑛𝑛𝑙𝑙 𝑝𝑝𝑜𝑜𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛, 𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 𝐴𝐴𝑛𝑛𝑙𝑙 𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛 𝑜𝑜𝑡𝑡𝑛𝑛𝑛𝑛𝑜𝑜𝑙𝑙

𝑛𝑛𝐴𝐴𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑙𝑙𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛, 𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 𝐴𝐴𝑛𝑛𝑙𝑙 𝑛𝑛𝑛𝑛𝑛𝑛𝐴𝐴𝑜𝑜𝑙𝑙𝑝𝑝𝑛𝑛 𝑜𝑜𝑡𝑡𝑛𝑛𝑛𝑛𝑜𝑜𝑙𝑙 𝑙𝑙𝑛𝑛 𝑛𝑛𝑜𝑜𝑜𝑜𝑙𝑙 𝑙𝑙𝑜𝑜𝐴𝐴𝑛𝑛𝑙𝑙𝐴𝐴𝐴𝐴𝑙𝑙  
(2) 

𝑃𝑃𝐴𝐴𝑛𝑛𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑜𝑜𝑛𝑛 =
 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑛𝑛𝑒𝑒 𝑒𝑒𝑛𝑛𝑙𝑙𝑐𝑐𝑜𝑜𝑜𝑜𝑛𝑛     

(3) 
                        

𝑅𝑅𝑛𝑛𝐴𝐴𝐴𝐴𝑜𝑜𝑜𝑜 =
 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑛𝑛𝑐𝑐 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑐𝑐𝑒𝑒 𝑜𝑜𝑛𝑛 𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑒𝑒𝑐𝑐𝑝𝑝𝑛𝑛 𝑒𝑒𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑐𝑐 𝑐𝑐𝑛𝑛 𝑛𝑛𝑜𝑜𝑒𝑒𝑐𝑐 𝑐𝑐𝑒𝑒𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐                                    
(4) 

 
𝐹𝐹 − 𝑀𝑀𝑛𝑛𝐴𝐴𝑙𝑙𝐴𝐴𝐴𝐴𝑛𝑛 =  2 ∗ 𝑃𝑃𝑛𝑛𝑛𝑛𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑛𝑛∗𝑅𝑅𝑛𝑛𝑜𝑜𝑐𝑐𝑒𝑒𝑒𝑒

𝑃𝑃𝑛𝑛𝑛𝑛𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑛𝑛+𝑅𝑅𝑛𝑛𝑜𝑜𝑐𝑐𝑒𝑒𝑒𝑒                                       (5) 
 

The 300 random tweets classified by the experts were 
submitted to both VADER and Text Blob. The results were 
then recorded and compared with the gold standard. If the 
lexicon and the gold standard both classify a tweet as positive, 
neutral, or negative, it will be labelled as PP, NENE and NN, 
respectively. However, if the lexicon classifies a tweet as 
neutral or negative when the gold standard is positive, it will 
be labelled as PNE or PN, respectively. A tweet will be labelled 
as NEP or NEN if the lexicon labels it as positive or negative 
when it is neutral in the gold standard. Finally, if the tweet is 
classified as positive or neutral when the gold standard 
classifies it as negative, it will be labelled as NP or NNE, 
respectively. Fig. 4 shows an excerpt of the labelling of the 
tweets. 

The results of the labelling process are then compiled and 
summarized in a confusion matrix as presented in Table III and 
IV. A confusion matrix presents the predicted classification as 
given by VADER and TextBlob over the actual classification 
given by the experts in the gold standard. The confusion matrix 
is then used to calculate the accuracy, precision, recall and F-
measure of both lexicons. 

 

 

Fig. 4. Screenshot of the classification and labelling of tweets. 

 

TABLE III 
CONFUSION MATRIX FOR VADER LEXICON  

 
VADER Lexicon 

 Positive  
(Predicted) 

Neutral 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 22 3 7 

Neutral 
(Actual) 4 74 33 

Negative 
(Actual) 7 10 140 
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The next step in preprocessing the collected data is to perform 
POS tagging of the phrases in a corpus based on its definition 
and context to mark a respective section of a speech tag. Once 
it is done, lemmatization is then performed. The aim of 
lemmatization is to get to the root of the word. For example, the 
word “attempting” will be converted to “attempt” which is the 
root word. Lemmatization is much more accurate compared to 
stemming as it uses WordNet-based strategy which effectively 
turns words into the real root. Twitter abbreviations and 
acronyms are quite complicated to be implemented for any NLP 
analysis. Storing all the alternatives of these abbreviations and 
acronyms is memory-expensive, search-delaying, and time-
consuming. Therefore, it is essential to normalize certain letters 
automatically as a means of avoiding tool degradation and to 
enhance the identification of polarity. Normalization applies the 
standardization of text that is essential to noisy text such as 
commentary on twitter and text messages, when abbreviations, 
misprints and usage of vocabularies are common, since they can 
enhance the precision of sentiments. Finally, noise removal is 
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The 300 random tweets classified by the experts were 
submitted to both VADER and Text Blob. The results were 
then recorded and compared with the gold standard. If the 
lexicon and the gold standard both classify a tweet as positive, 
neutral, or negative, it will be labelled as PP, NENE and NN, 
respectively. However, if the lexicon classifies a tweet as 
neutral or negative when the gold standard is positive, it will 
be labelled as PNE or PN, respectively. A tweet will be labelled 
as NEP or NEN if the lexicon labels it as positive or negative 
when it is neutral in the gold standard. Finally, if the tweet is 
classified as positive or neutral when the gold standard 
classifies it as negative, it will be labelled as NP or NNE, 
respectively. Fig. 4 shows an excerpt of the labelling of the 
tweets. 

The results of the labelling process are then compiled and 
summarized in a confusion matrix as presented in Table III and 
IV. A confusion matrix presents the predicted classification as 
given by VADER and TextBlob over the actual classification 
given by the experts in the gold standard. The confusion matrix 
is then used to calculate the accuracy, precision, recall and F-
measure of both lexicons. 

 

 

Fig. 4. Screenshot of the classification and labelling of tweets. 

 

TABLE III 
CONFUSION MATRIX FOR VADER LEXICON  

 
VADER Lexicon 

 Positive  
(Predicted) 

Neutral 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 22 3 7 

Neutral 
(Actual) 4 74 33 

Negative 
(Actual) 7 10 140 
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The next step in preprocessing the collected data is to perform 
POS tagging of the phrases in a corpus based on its definition 
and context to mark a respective section of a speech tag. Once 
it is done, lemmatization is then performed. The aim of 
lemmatization is to get to the root of the word. For example, the 
word “attempting” will be converted to “attempt” which is the 
root word. Lemmatization is much more accurate compared to 
stemming as it uses WordNet-based strategy which effectively 
turns words into the real root. Twitter abbreviations and 
acronyms are quite complicated to be implemented for any NLP 
analysis. Storing all the alternatives of these abbreviations and 
acronyms is memory-expensive, search-delaying, and time-
consuming. Therefore, it is essential to normalize certain letters 
automatically as a means of avoiding tool degradation and to 
enhance the identification of polarity. Normalization applies the 
standardization of text that is essential to noisy text such as 
commentary on twitter and text messages, when abbreviations, 
misprints and usage of vocabularies are common, since they can 
enhance the precision of sentiments. Finally, noise removal is 
performed by removing figures, domain-specific keys (e.g., ' 
RT ' for retweet) and source code. Fig. 3 shows a summary of 
the steps taken in the data preprocessing. 

 

Fig. 3. Data preprocessing steps. 

 
C. Development of Gold Standard 

After the above-mentioned preprocessing steps have been 
applied, all 7,997 tweets collected will be analysed and 
classified by both VADER and TextBlob lexicons as either 
positive, negative, or neutral sentiment. To assess the accuracy 
of the classification, a gold standard was developed whereby 
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asked to classify 300 random tweets out of the 7,997 tweets 
analysed. The classification from the experts were performed 
separately and the majority decision of each tweet will be 
selected as the final classification that will be used in the gold 
standard to compare with results from VADER and TextBlob. 

IV. RESULT AND FINDINGS 
In assessing the performance of both lexicons as compared 

to the gold standard, the performance metrics used were 
accuracy, precision, recall and F-measure using the following 
formulas: 
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The 300 random tweets classified by the experts were 
submitted to both VADER and Text Blob. The results were 
then recorded and compared with the gold standard. If the 
lexicon and the gold standard both classify a tweet as positive, 
neutral, or negative, it will be labelled as PP, NENE and NN, 
respectively. However, if the lexicon classifies a tweet as 
neutral or negative when the gold standard is positive, it will 
be labelled as PNE or PN, respectively. A tweet will be labelled 
as NEP or NEN if the lexicon labels it as positive or negative 
when it is neutral in the gold standard. Finally, if the tweet is 
classified as positive or neutral when the gold standard 
classifies it as negative, it will be labelled as NP or NNE, 
respectively. Fig. 4 shows an excerpt of the labelling of the 
tweets. 

The results of the labelling process are then compiled and 
summarized in a confusion matrix as presented in Table III and 
IV. A confusion matrix presents the predicted classification as 
given by VADER and TextBlob over the actual classification 
given by the experts in the gold standard. The confusion matrix 
is then used to calculate the accuracy, precision, recall and F-
measure of both lexicons. 

 

 

Fig. 4. Screenshot of the classification and labelling of tweets. 

 

TABLE III 
CONFUSION MATRIX FOR VADER LEXICON  

 
VADER Lexicon 

 Positive  
(Predicted) 

Neutral 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 22 3 7 

Neutral 
(Actual) 4 74 33 

Negative 
(Actual) 7 10 140 
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TABLE IV 
CONFUSION MATRIX FOR TEXTBLOB LEXICON  

 
TextBlob Lexicon 

 Positive  
(Predicted) 

Neutral 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 23 6 3 

Neutral 
(Actual) 18 86 7 

Negative 
(Actual) 21 27 109 

 
TABLE V 

THE PERFORMANCE MEASURE RESULTS OF SENTIMENT ANALYSIS USING 
TEXTBLOB AND VADER LEXICON  

 
Lexicon  Polarity Precision Recall F-Measure Accuracy 

VADER 
Positive 0.67 0.69 0.68 

0.79 Neutral 0.85 0.67 0.75 
Negative 0.78 0.89 0.83 

TextBlob 
Positive 0.37 0.72 0.49 

0.73 Neutral 0.72 0.77 0.75 
Negative 0.92 0.69 0.79 

 
Based on Table V, VADER has a higher accuracy of 0.79 as 

compared to TextBlob which has an accuracy of 0.73. VADER 
has the highest precision in classifying neutral tweets with a 
score of 0.85, the highest recall in negative tweets with a score 
of 0.89 and the highest F-measure score also for negatives 
tweets with a score of 0.83. TextBlob on the other hand has the 
highest precision in classifying negative tweets, the highest 
recall of 0.77 in neutral tweets and the highest F-measure score 
of 0.79 in classifying negative tweets. For both lexicons, the 
scores for the precision, recall and F-measure for the positive 
polarity is often the lowest with a significant low seen in the 
precision and F-measure score of 0.37 and 0.49 respectively for 
TextBlob. From the confusion matrix, it can be seen that 
although the tweets were selected randomly, the data is 
imbalanced whereby most tweets have negative polarity. This 
has caused the positive polarity to achieved low scores. 

 

 

Fig. 5. Comparison of precision, recall and F-measure scores for all polarities 
using VADER. 

 

 

Fig. 6. Comparison of precision, recall and F-measure scores for all polarities 
using TextBlob.                                                                                       

Comparing both lexicons, VADER achieved a higher score in 
precision and F-measure for the positive polarity as compared 
to TextBlob. The poor precision score for TextBlob shows that 
the lexicon wrongly classifies most of the tweets selected as 
positive which impacted the F-measure score. For the neutral 
polarity, VADER has better precision, TextBlob has better 
recall while both achieved the same score for F-measure. The 
negative polarity saw VADER achieved a better score in recall 
and F-measure while TextBlob achieved higher precision score. 
Fig. 5 presents a bar chart for the precision measure scores for 
VADER while Fig. 6 presents the same information for 
TextBlob. Overall, VADER fared better in most polarity and 
performance metrics as well as achieved a higher accuracy 
score as compared to TextBlob. 

V. CONCLUSION  
The amount of text produced in social media each day allows 

for various analysis to be performed especially in 
understanding human behaviour. One of the analysis that can 
be performed is sentiment analysis. Even though sentiment 
analysis has been researched for many years, there are still 
several difficulties in performing it such as in handling internet 
slangs, abbreviations, and emoticons which is common in 
social media. In this paper, two lexicons which are VADER 
and TextBlob were used to compare their efficiency in 
performing sentiment analysis on Twitter posts. From the 
study, it is found that both lexicons have an acceptable 
accuracy rate of 79% for VADER and 73% for TextBlob.  

Based on the results of this study, it can be concluded that 
VADER performs better than TextBlob in classifying tweets. 
Lexicon-based sentiment analysis is rule-based. Therefore, the 
performance of the sentiment analysis relies heavily on the 
quality of the lexicon’s dictionary. If a term, for example, “bz” 
does not exist in the lexicon, it will be ignored hence affecting 
the polarity score and the sentiment classification of the text. 
VADER consists of two lexicons which were developed with 
social media in mind and includes the values of intensity of 
colloquial and internet slangs. Therefore, more words in the 
tweets can be correctly analysed by the lexicon as compared to 
TextBlob hence explaining the result presented in the previous 
section. It is hoped that this study would aid researches in 
choosing a lexicon that would perform best in analysing 
sentiment in social media texts.  
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precision and F-measure for the positive polarity as compared 
to TextBlob. The poor precision score for TextBlob shows that 
the lexicon wrongly classifies most of the tweets selected as 
positive which impacted the F-measure score. For the neutral 
polarity, VADER has better precision, TextBlob has better 
recall while both achieved the same score for F-measure. The 
negative polarity saw VADER achieved a better score in recall 
and F-measure while TextBlob achieved higher precision score. 
Fig. 5 presents a bar chart for the precision measure scores for 
VADER while Fig. 6 presents the same information for 
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performance metrics as well as achieved a higher accuracy 
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analysis has been researched for many years, there are still 
several difficulties in performing it such as in handling internet 
slangs, abbreviations, and emoticons which is common in 
social media. In this paper, two lexicons which are VADER 
and TextBlob were used to compare their efficiency in 
performing sentiment analysis on Twitter posts. From the 
study, it is found that both lexicons have an acceptable 
accuracy rate of 79% for VADER and 73% for TextBlob.  

Based on the results of this study, it can be concluded that 
VADER performs better than TextBlob in classifying tweets. 
Lexicon-based sentiment analysis is rule-based. Therefore, the 
performance of the sentiment analysis relies heavily on the 
quality of the lexicon’s dictionary. If a term, for example, “bz” 
does not exist in the lexicon, it will be ignored hence affecting 
the polarity score and the sentiment classification of the text. 
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TABLE IV 
CONFUSION MATRIX FOR TEXTBLOB LEXICON  

 
TextBlob Lexicon 

 Positive  
(Predicted) 

Neutral 
(Predicted) 

Negative 
(Predicted) 

Positive 
(Actual) 23 6 3 

Neutral 
(Actual) 18 86 7 

Negative 
(Actual) 21 27 109 

 
TABLE V 

THE PERFORMANCE MEASURE RESULTS OF SENTIMENT ANALYSIS USING 
TEXTBLOB AND VADER LEXICON  

 
Lexicon  Polarity Precision Recall F-Measure Accuracy 

VADER 
Positive 0.67 0.69 0.68 

0.79 Neutral 0.85 0.67 0.75 
Negative 0.78 0.89 0.83 

TextBlob 
Positive 0.37 0.72 0.49 

0.73 Neutral 0.72 0.77 0.75 
Negative 0.92 0.69 0.79 

 
Based on Table V, VADER has a higher accuracy of 0.79 as 

compared to TextBlob which has an accuracy of 0.73. VADER 
has the highest precision in classifying neutral tweets with a 
score of 0.85, the highest recall in negative tweets with a score 
of 0.89 and the highest F-measure score also for negatives 
tweets with a score of 0.83. TextBlob on the other hand has the 
highest precision in classifying negative tweets, the highest 
recall of 0.77 in neutral tweets and the highest F-measure score 
of 0.79 in classifying negative tweets. For both lexicons, the 
scores for the precision, recall and F-measure for the positive 
polarity is often the lowest with a significant low seen in the 
precision and F-measure score of 0.37 and 0.49 respectively for 
TextBlob. From the confusion matrix, it can be seen that 
although the tweets were selected randomly, the data is 
imbalanced whereby most tweets have negative polarity. This 
has caused the positive polarity to achieved low scores. 

 

 

Fig. 5. Comparison of precision, recall and F-measure scores for all polarities 
using VADER. 

 

 

Fig. 6. Comparison of precision, recall and F-measure scores for all polarities 
using TextBlob.                                                                                       

Comparing both lexicons, VADER achieved a higher score in 
precision and F-measure for the positive polarity as compared 
to TextBlob. The poor precision score for TextBlob shows that 
the lexicon wrongly classifies most of the tweets selected as 
positive which impacted the F-measure score. For the neutral 
polarity, VADER has better precision, TextBlob has better 
recall while both achieved the same score for F-measure. The 
negative polarity saw VADER achieved a better score in recall 
and F-measure while TextBlob achieved higher precision score. 
Fig. 5 presents a bar chart for the precision measure scores for 
VADER while Fig. 6 presents the same information for 
TextBlob. Overall, VADER fared better in most polarity and 
performance metrics as well as achieved a higher accuracy 
score as compared to TextBlob. 

V. CONCLUSION  
The amount of text produced in social media each day allows 

for various analysis to be performed especially in 
understanding human behaviour. One of the analysis that can 
be performed is sentiment analysis. Even though sentiment 
analysis has been researched for many years, there are still 
several difficulties in performing it such as in handling internet 
slangs, abbreviations, and emoticons which is common in 
social media. In this paper, two lexicons which are VADER 
and TextBlob were used to compare their efficiency in 
performing sentiment analysis on Twitter posts. From the 
study, it is found that both lexicons have an acceptable 
accuracy rate of 79% for VADER and 73% for TextBlob.  

Based on the results of this study, it can be concluded that 
VADER performs better than TextBlob in classifying tweets. 
Lexicon-based sentiment analysis is rule-based. Therefore, the 
performance of the sentiment analysis relies heavily on the 
quality of the lexicon’s dictionary. If a term, for example, “bz” 
does not exist in the lexicon, it will be ignored hence affecting 
the polarity score and the sentiment classification of the text. 
VADER consists of two lexicons which were developed with 
social media in mind and includes the values of intensity of 
colloquial and internet slangs. Therefore, more words in the 
tweets can be correctly analysed by the lexicon as compared to 
TextBlob hence explaining the result presented in the previous 
section. It is hoped that this study would aid researches in 
choosing a lexicon that would perform best in analysing 
sentiment in social media texts.  
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recall while both achieved the same score for F-measure. The 
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Lexicon-based sentiment analysis is rule-based. Therefore, the 
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