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Abstract - There are various data mining tools available to 
analyze data related android malware detection. However, the 
problem arises in deciding the most appropriate machine learning 
techniques or algorithm on particular tools to be implemented on 
particular data. This research is focusing only on classification 
techniques. Hence, the objective of this research is to identify the 
best machine learning technique or algorithm on selected tool for 
android malware detection. Five techniques: Random Forest, 
Naive Bayes, Support Vector Machine, Forest, K-Nearest 
Neighbour and Adaboost are selected and applied in selected tools 
namely Weka and Orange. The result shows that Adaboost 
technique in Weka tool and Random Forest technique in Orange 
tool has obtained accuracy above 80% compare to other 
techniques. This result provides an option for the researcher on 
applying technique or algorithm on selected tool when analyzing 
android malware data. 

 
Index Terms— android malware, machine learning tools, data 
mining, weka, orange 

I. INTRODUCTION 

owadays, the usage of mobile device has increasing 
rapidly and android has becoming the fastest growing 
mobile operating system due to it open source. This 

open nature has attracted the attention of developer and 
consumers to use this platform. In order to meet the latest 
mobile technology needs, the android itself can easily 
modify and enhance features for software developers. In the 
other hand, android malware known as malicious software 
can cause harmful to mobile device and become a challenge 
in the field of information security. There are several types 
of android malware such as rootkit, adware, spyware, 
worms, botnet and Trojan [18]. They were built to distract 
the application and user privacy information in mobile 
phone. The main target for malware attack on mobile device 
is on android platform.  

This research is focuses on analyzing the android malware 
dataset obtained from the previous research [1]. Many 
researcher has lack of knowledge in selecting the best 
machine learning techniques in tools to analyze this type of 
dataset. In order to identify the best machine learning 
techniques and tool, five machine learning techniques are 
selected and then applied in the selected tools. The machine 
learning tools used are Weka and Orange. After successfully 
applied the machine learning techniques on the dataset, the 

results will be further analyzing to determine the best 
technique and tool. 

The rest of the paper is structured as follows. Section 2 
discusses the related work on the machine learning tools, 
classification techniques, dataset and parameter. Section 3 
presents the methodology used in this research. Section 4 
discusses the result of the analysis. Finally, Section 5 
concludes and summarizes future directions of this work. 

 

II. RELATED WORK 

 
A. Machine Learning Tools 

In this research, two machine learning tools were used: 
Weka and Orange tool. Weka (Weka Waikato Environment 
for Knowledge Analysis) is developed by University of 
Waikato, New Zealand. It is a famous machine learning 
software written in Java and it is an open source platform. 
Weka provides algorithms for analyzing predictive data and 
modelling. It also provides a collection of visualization tools 
and graphical user interfaces where it is easier for users to 
use [2]. Data mining task such as data pre-processing, 
clustering, classification, regression, visualization, and 
feature selection is a collection of machine learning 
algorithms in Weka. In addition, the algorithm can either be 
applied directly to the dataset or called from your own Java 
code [3]. 

 
Orange is another data mining tool used in this research 

and it is written in C++ and Phyton. It is developed in 2009 
and it has Pre-processing data, feature scoring and filtering, 
modelling and model evaluation and exploration techniques 
[4]. In Orange tool, Visual programming and explorative 
data analysis are useful. Besides that, various components of 
orange tool among them are known as widgets. Orange tool 
can operate in Windows, Linux and macOS [5]. 
 
B. Classification Techniques 

Classification is data mining function that assign data in a 
collection to target categories or classes. The goal of 
classification is to accurately predict the target class for each 
case in the data. In data mining techniques, classification is 
one of the most popular techniques. There are seven 
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classification techniques or algorithms: Naïve Bayes (NB), 
Bayesian Network (BN), Support Vector Machine (SVM), 
Random Forest (RF), Adaboost, K-Nearest Neighbour (K-
NN) and Neural Network (NN). However, in this research, 
only five classification techniques are applied which are NB, 
RF, SVM, K-NN and Adaboost. 
 

Naïve Bayes (NB) depends on the Bayes theorem. It can 
use both binary and multi-class classification problems. NB 
method assesses the probability of each feature 
independently, regardless of any correlation, and predicts 
based on Bayes theorem [6]. Moreover, NB algorithm is a 
simple probabilistic classifier for calculating a set of 
probabilities where it calculates the frequency and 
combinations of values in a given data set [7].   
 

Random forest (RF) is one of the most popular algorithms 
in machine learning and it has a collection of decision trees. 
RF can produce better prediction accuracy without needed 
almost any data preparation and modelling [8]. It also has a 
collection of unpruned CARTs and rule to combine 
individual tree decisions. RF has its own principle to 
encourage diversity among the tree [9]. 
 

Support Vector Machine (SVM) is a supervised learning 
approach. It is used for recognizing the pattern. Some 
researchers conclude that the accuracy value of 80% is good 
for SVM [10]. SVM can be defined as a system that uses 
hypothesis space linear. It is trained with learning 
algorithms from optimization of the theory that practice the 
learning bias which can be derived from statistical learning 
theory. SVM can guide the user to understand more on the 
ability of the algorithm [11]. 
 

K-Nearest Neighbour (K-NN) is one of the simple 
methods in data mining and machine learning. K-NN has 
practical facilities and efficiencies where it has proven that 
it has superior performance to classify several types of data 
and does not require modelling [12]. Furthermore, K-NN is 
used for pattern classification. Unlabelled test are 
categorized in K-NN. For example, it uses the majority of 
example labels among the K-NN that are most often in 
training set [13]. 
 

In machine learning algorithm, Adaptive Boosting known 
as Adaboost. It is formulated by Freund and Scapire. This 
algorithm is sensitive to noisy data. The executed classifiers 
are adjusted according to the examples wrongly classified 
with previous classifier [14]. Besides that, to improve 
performance, Adaboost can be used together with other 
algorithms [15]. 
 
C. Dataset 

This research used three system call dataset with different 
size acquire from previous study [1]: dataset of 1 gram, 2 
grams and 3 grams. The data are generated using four 
android tablets with GSM support which connected to fake 

DNs and web server. Captured log is processed into the log 
parser to obtain the total number of system calls executed by 
the application. This process is also required to differentiate 
between a malware and a valid system call, this is because 
not all system call can be considered as a malicious activity 
[16] [17].  
 
D. Measurement Parameter 

The measurement parameter used in this research are 
Accuracy, Precision, Recall and F-Measure. From the 
confusion matrix shown in Table 1, the following 
measurement are taken to calculate and use for the 
classifier. 
 
 Confusion Matrix  

Tables 1 shows the confusion matrix. It is use as a guide 
on measurement of the Accuracy, Precision, Recall and F-
Measure.  

TABLE I 
 CONFUSION MATRIX 

 

 Predicted 
Actual 0 1 

0 TP FN 
1 FP TN 

 
In Table 1, True Positive (TP) in Actual and Predicted 

class will combine with True Negative (TN) in Actual and 
Predicted class to generate Correctly Classified Instances. 
While, False Negative (FN) in Actual and Predicted class 
will combine False Positive in Actual and Predicted class to 
generate Incorrectly Classified Instances. 
 
Hence, the  
Correctly Classified Instances = 00+11  
Incorrectly Classified Instances = 01+10 
 
i. Accuracy  
Accuracy is a parameter measure where the results close to 
the true value.  
 
Accuracy=(TP+TN)/(TP+TN+FP+FN)  (1) 
 
ii. Precision 
The proportion of True Positive classification from cases 
that are predicted as positive.  
 
Precision=TP/(TP+FP)    (2) 
  
iii. Recall 
Recall is a ratio of correctly predicted positive observation 
to the all observation in actual class. It known as TPR (True 
Positive Rate). 
 
Recall=TP/(TP+FN)    (3) 
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Predicted class to generate Correctly Classified Instances. 
While, False Negative (FN) in Actual and Predicted class 
will combine False Positive in Actual and Predicted class to 
generate Incorrectly Classified Instances. 
 
Hence, the  
Correctly Classified Instances = 00+11  
Incorrectly Classified Instances = 01+10 
 
i. Accuracy  
Accuracy is a parameter measure where the results close to 
the true value.  
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ii. Precision 
The proportion of True Positive classification from cases 
that are predicted as positive.  
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to the all observation in actual class. It known as TPR (True 
Positive Rate). 
 
Recall=TP/(TP+FN)    (3) 
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iv. F-Measure 
F-measure is a weighted harmonic mean of Precision and 
Recall. 
 
F-Measure = 2 / ( 1 / recall  + 1 / precision )  (4) 
 

The higher value of Accuracy, Precision, Recall, F-
Measure indicated show how precise the classifier classifies 
the instances. All the measurement parameters value will be 
used to determine the best algorithm in each of the machine 
learning tool.  
 

III. METHODOLOGY 

This research implement Malware Administrator Analysis 
Methodology [17] as shown in Fig.1. It consists of five 
phases: Phase 1-Selecting tools and malware data, Phase II-
Installing the tools, Phase III-information collection, Phase 
IV-information analysis and Phase V-Documenting the 
results. 

 

 
Fig. 1: Malware Administrator Analysis Methodology [17] 

 

Phase I: In this phase, two tools are selected:Weka and 
Orange. The malware data of system call consists of three 
types of sizes: 1 gram, 2 gram and 3 gram obtained from the 
previous research [1].  

Phase II: The tools (Weka and Orange) are installed in 
Windows 7.  

Phase III: The selected techniques, algorithm and 
measurement parameter are applied during this phase and the 
results are collected.  

Phase IV: The result is analyzed to identify the best 
algorithm for selected tools. 

Phase V: The result is documented. 

 

 

IV. RESULTS AND ANALYSIS  

TABLE II and TABLE III is the Accuracy results after 
implementing these three dataset in Weka and Orange tools. 
Meanwhile, Fig. 2 and Fig. 3 are the graph generated from 
TABLE II and TABLE III respectively. 
 

TABLE II 
ACCURACY RESULT FOR WEKA  

 
 

 
 
Fig. 2: Accuracy Result in Weka 
 

Referring to TABLE II and Fig. 2, in Weka tool, the best 
algorithm selected is Adaboost since the accuracy for all 
dataset are above 80% (1 gram is 81.70%, 2 grams is 
81.70% and 3 grams is 87.80%) compare to other 
algorithms. Eventhough SVM has higher result, still it is not 
considered as good since it cannot process the 3 gram’s 
dataset.  
 

TABLE III 
ACCURACY RESULT FOR ORANGE  
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Fig. 3: Accuracy Result in Orange 

 
Referring to TABLE III and Fig. 3, in Orange tool, the 

best algorithm chosen is Random Forest due to the accuracy 
for each of the dataset is also above 80% (1 gram is 86.8%, 
2 grams is 89.5% and 3 grams is 87.9%).   
 

Hence in this analysis, Adaboost is the best algorithm for 
Weka and Random Forest is the best algorithm for Orange.   
 

V. CONCLUSION AND FUTURE WORK 

In conclusion both tools have acquired best technique or 
algorithm to be implemented on this dataset. Both algorithm 
manage to gain accuracy above 80%. It shows that Adaboost 
is the best algorithm for Weka tool and Random Forest is 
the best algorithm for Orange tool. This result provides an 
option for the researcher on applying technique or algorithm 
on selected tool when analyzing android malware data. In 
future, more machine learning tools and algorithm will be 
implemented on this dataset to identify the best algorithm or 
techniques to be used. 
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Referring to TABLE III and Fig. 3, in Orange tool, the 

best algorithm chosen is Random Forest due to the accuracy 
for each of the dataset is also above 80% (1 gram is 86.8%, 
2 grams is 89.5% and 3 grams is 87.9%).   
 

Hence in this analysis, Adaboost is the best algorithm for 
Weka and Random Forest is the best algorithm for Orange.   
 

V. CONCLUSION AND FUTURE WORK 

In conclusion both tools have acquired best technique or 
algorithm to be implemented on this dataset. Both 
algorithms manage to gain accuracy above 80%. It shows 
that Adaboost is the best algorithm for Weka tool and 
Random Forest is the best algorithm for Orange tool. This 
result provides an option for the researcher on applying 
technique or algorithm on selected tool when analyzing 
android malware data. In future, more machine learning 
tools and algorithm will be implemented on this dataset to 
identify the best algorithm or techniques to be used. 
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